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Appendix A Temperature and mass profiles

Figure A.19: As Fig. A.1 but for A1736.

Figure A.20: As Fig. A.1 but for A1795.

Figure A.21: As Fig. A.1 but for A2029.
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APPENDIX A

Temperature and mass profiles

Figure A.1: Temperature and mass profiles for 2A0335. The left panel shows the measured temperatures (red
datapoints) and the best fit model (red line), while the deprojected temperature is represented by the blue line.
The green and orange regions show r500 and r200 (from the NFW-Freeze model) estimates, respectively. The right
panel shows the total mass of the temperature profile extrapolation (red), and the NFW-Freeze model (blue). The
black lines show the gas mass estimates. The red and blue vertical regions represent the corresponding r500, the
black region r2500 from the temperature extrapolation method. All regions are 68.3% confidence levels.

Figure A.2: As Fig. A.1 but for A0085.

133

Two	
  high-­‐quality	
  examples.	
  

R500	
   R500	
  

!"

!"#$%&'()*+#),-,./#*-012341#56134738#9:2;#*;,<84,



HIFLUGCS	
  LX-­‐Mhyd	
  Rela(on	
  

z~0.05	
  

Schellenberger+TBS	
  



HIFLUGCS	
  LX-­‐Mhyd	
  Rela(on	
  

Schellenberger+TBS	
  



HIFLUGCS	
  LX-­‐Mhyd	
  Rela(on	
  

Schellenberger+TBS	
  



Small	
  But	
  Well-­‐Selected	
  Samples	
  
With	
  High-­‐Quality	
  Data	
  

Chapter 4 HICOSMO – The HIFLUGCS Cosmology Project

Figure 4.1: The 64 HIFLUGCS galaxy clusters (red are clusters marked as merging in Vikhlinin et al., 2009a) in

galactic coordinates. The blue shaded regions denote the excluded regions (Milky way plane, Magellanic clouds

and Virgo cluster).

At these outer radii for most clusters and groups the temperature has dropped significantly compared to
the peak temperature at inner radii (e.g., De Grandi and Molendi, 2002; Vikhlinin et al., 2005; Rasmussen
and Ponman, 2007; Leccardi and Molendi, 2008; Sun et al., 2009).

For cosmological application an X-ray flux limited sample like HIFLUGCS is of special interest: It
provides high quality data of nearby galaxy clusters, which can be studied in detail including a treatment
of possible substructure and contaminating point sources to get precise temperature and surface brightness
profiles. It has been shown in Reiprich and Böhringer (2002) that with such a sample, Ωm and σ8 can
be quantified, so one has an independent probe for cosmological parameters in hand. Another benefit is
that the degeneracy ellipse in the Ωm-σ8 plane is almost perpendicular to the one from CMB primary
anisotropies (e.g., Allen et al., 2003; Reiprich, 2006).

So this analysis will enable one to put constraints on at least two cosmological parameters and also to
gain knowledge about the physical processes in the X-ray brightest galaxy cluster sample.

4.2 Sample
The HIghest X-ray FLUx Galaxy Cluster Sample (HIFLUGCS, Reiprich and Böhringer, 2002) was
selected from the ROSAT All-Sky Survey (RASS, Truemper, 1982; Voges, 1992). It consists of 64 galaxy
cluster above a flux limit of 2 × 10−11 erg s−1 cm−2 in the (0.1 − 2.4) keV band (from now on referred as
ROSAT band) and within a region outside the Milky Way disk (|b| ≥ 20°), the Magellanic Clouds and
the Virgo cluster, which sums up to 64.78 % of the sky (see Fig. 4.1). This results in a sample of very
bright and local galaxy clusters. Looking at it in more detail highlights the effort spent on creating a
homogeneous sample.

First candidates were selected from 4 different ROSAT catalogs:

• REFLEX, Böhringer et al. (2001): This catalog covers the southern part of the sky and optical
follow-up observations have been made within the ESO program. It comprises 452 galaxy clusters
above a flux limit of 3 × 10−12 erg s−1 cm−2 in the ROSAT band. At the flux limit it is supposed to
be complete at the 90% level. At redshifts above 0.2 the fraction of non-extended REFLEX sources
rises above 30%, which makes it also crucial to select a local sample. Otherwise the number of AGNs
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4.2. THE WEAK LENSING SURVEY CHAPTER 4. THE 400D SURVEY

Figure 4.3: Celestial distribution of the 400d cosmological sample clusters. The map is a
Hammer–Aitoff projection centred on right ascension α = 0h and declination δ = 0◦. The tele-
scopes with which clusters are observed are marked by symbols and colours (Table 4.1). The
eight clusters observed with Megacam and discussed in this Thesis are denoted by the same green
star symbols in a filled yellow circle as in Fig. 4.1. Green left-facing triangles stand for Mega-
cam at MMT; dark-blue upward-facing triangles for WFI/ESO 2.2m; red downward-facing trian-
gles for IMACS/Magellan; orange diamonds for ACS/HST; blue squares for MegaCam/CFHT;
and the mint right-facing triangle for FORS/VLT. Half-filled symbols mark incomplete data sets;
open symbols mark archival data of questionable depth or field-of-view. Unobserved clusters are
denoted by black dots. Ring symbols, as in Fig. 4.1 denote the clusters removed from the sample.

experiment for the mass function presented in Fig. 4.2. We note that the relative uncertainties of
the individual WL cluster masses are higher than those from X-rays, largely due to the intrinsic
shape noise (Sect. 3.2). Again, the power of weak lensing comes through the statistical analysis
of Mwl/MX for the whole sample, under the assumption that WL mass estimates are, on average,
unbiased. The other way round, statistical comparisons to X-ray masses (e.g., Meneghetti et al.
2009) help us to investigate WL systematic uncertainties, i.e. triaxiality (Corless & King 2009)
and projection of unrelated LSS (Hoekstra 2003) to which X-ray observables are far less sensitive.

4.2.2 Data Acquisition

To obtain a mass determination of high accuracy, weak lensing observations of galaxy clusters
require deep, wide-field imaging out to at least the (estimated) virial radius of the cluster. Thus,
only a few telescopes worldwide and in the orbit can be used for our purposes. Until now (June
2010), not less than 14 observing runs were conducted in which 400d clusters were observed by
our WL survey team; one further run is in preparation. For a number of clusters in the sample, the
necessary observations already exist in the public archives. The final column of Table 4.1 lists the
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14 Zhang et al.: HIFLUGCS: L − M relation and its implications for mass calibrations with the SPIDERS and 4MOST surveys

Fig. 1. Left and middle panels: Histograms of the luminosity concentration (left) and the offset between the BCG and X-ray flux-weighted

centroid (middle) of all 64 HIFLUGCS clusters with their Gaussian fits shown as solid curves. The mean of the Gaussian fits and their 1-σ

clipping are shown as dashed and solid vertical lines, respectively. Right panel: cL versus ∆R/r500 with its best fit, log10 cL = (0.593 ± 0.053) +

(0.125± 0.028) log10(∆R/r500), as dash-dotted line. The vertical and horizontal solid lines denote the 1-σ clipping, below which the clusters are

considered as undisturbed ones (open squares). The disturbed clusters are shown as open triangles.

Fig. 2. (a) Core-corrected bolometric X-ray luminosity versus dynamical mass for the 63 clusters with the best power-law fits for the 63 and

57 (ngal ≥ 45) clusters as black solid and dashed lines, respectively. (b) Core-corrected X-ray bolometric luminosity versus dynamical mass for

the 57 (ngal ≥ 45) clusters with the best power-law fits for the NCC, CC, disturbed, and undisturbed clusters as red dashed, blue dashed, black

dot-dot-dot-dashed, and black dotted lines, respectively.
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Table 2. Measurements of the X-ray – WL mass bias.

Scaling relation Model cNFW Slope B Intercept A bMC from Monte Carlo b = �log ξ − log η� χ2

red,M−M
Section

Mwl

500
(rwl

500
)–Mhyd

500
(rwl

500
) default cfit −0.51

+0.20

−0.21
0.00

+0.07

−0.08
0.08

+0.14

−0.13
(0.27

+0.21

−0.20
; −0.10

+0.16

−0.15
) 0.08 ± 0.09 0.58 3.1

default cB13 −0.47
+0.26

−0.25
−0.02

+0.07

−0.08
0.00

+0.14

−0.13
(0.10

+0.23

−0.18
; −0.10

+0.17

−0.15
) −0.02 ± 0.04 0.52 3.1

no dilu. corr. cfit −0.53 ± 0.23 0.01 ± 0.08 0.11
+0.14

−0.13
(0.27

+0.21

−0.20
; −0.06

+0.16

−0.15
) 0.11 ± 0.08 0.57 4.3

no dilu. corr. cB13 −0.49 ± 0.29 −0.01
+0.07

−0.08
0.02

+0.14

−0.13
(0.10

+0.22

−0.18
; −0.06

+0.17

−0.15
) 0.00 ± 0.03 0.51 4.3

Mwl
(rfix)–Mhyd

(rfix) rfix = 600 kpc cB13 −0.68
+0.19

−0.21
−0.11 ± 0.05 0.01

+0.10

−0.07
(0.12

+0.16

−0.10
; −0.11

+0.10

−0.08
) −0.02 ± 0.04 0.82 4.2

rfix = 800 kpc cB13 −0.58
+0.19

−0.21
−0.02 ± 0.04 0.02

+0.10

−0.07
(0.12

+0.18

−0.11
; −0.09

+0.10

−0.08
) −0.02 ± 0.04 0.72 4.2

rfix = 1000 kpc cB13 −0.52
+0.19

−0.21
0.01 ± 0.05 0.01

+0.11

−0.08
(0.10

+0.20

−0.11
; −0.09

+0.11

−0.09
) −0.03 ± 0.03 0.69 4.2

Mwl

500
(rY

500
)–MY

500
(rY

500
) default cB13 −0.75

+0.12

−0.13
0.07 ± 0.03 0.08

+0.10

−0.07
(0.23

+0.18

−0.11
; −0.08

+0.10

−0.07
) 0.04 ± 0.06 1.21 3.2

Mwl

500
(rT

500
)–MT

500
(rT

500
) default cB13 −0.63 ± 0.23 0.04 ± 0.06 0.05

+0.11

−0.08
(0.17

+0.18

−0.12
; −0.08

+0.11

−0.10
) 0.02 ± 0.05 0.88 3.2

Mwl

500
(rG

500
)–MG

500
(rG

500
) default cB13 −0.89

+0.18

−0.31
0.01

+0.03

−0.04
0.04

+0.10

−0.07
(0.21

+0.17

−0.10
; −0.15

+0.09

−0.07
) 0.00 ± 0.07 2.11 3.2

Notes. We estimate a possible bias between masses ξ and η by three estimators: First, we fit to (log ξ − log η) as a function of η, yielding

an intercept A at pivot log

�
Mpiv/M⊙

�
= 14.5 and slope B from the Monte Carlo/jackknife analysis. Second, we compute the logarithmic bias

bMC = �log ξ−log η�MC, averaged over the same realisations. Uncertainties for the MC results are given by 1σ ensemble dispersions. In parentheses

next to bMC, we show its value for the low-Mwl
and high-Mwl

clusters. Third, we quote the logarithmic bias b = �log ξ − log η� obtained directly

from the input masses, along with its standard error. Finally, we give the χ2

red
for the mass-mass scaling, obtained from the MC method. The

“default” model denotes WL and hydrostatic masses as described in Sect. 2.

Fig. 2. Ratios between X-ray and WL masses as a function of WL mass. Panel A) shows log (Mhyd/Mwl
) within rwl

500
, panel B) shows log (MY/Mwl

)

within rY

500
. WL masses assume the B13 c–M relation. We show three tests for a mass bias: the overall average logarithmic bias b = �log MX −

log Mwl� is denoted by a long-dashed line, and its standard error by a dark grey shading. Short-dashed lines and light grey shading denote the

same quantity, but obtained from averaging over Monte Carlo realisations including the jackknife test. We also show this bMC for the low-Mwl
and

high-Mwl
clusters separately, with the 1σ uncertainties presented as boxes, for sake of clarity. As a visual aid, a dot-dashed line depicts the Monte

Carlo/jackknife best-fit of log (MX/Mwl
) as a function of Mwl

. In addition, panel A) also contains this best-fit line (triple-dot-dashed) for the case

without correction for cluster member dilution; the corresponding data points follow the Fig. 1 scheme. Indicated by uncertainty bars, panel B)
also presents three high-z clusters from High et al. (2012).

parameters from the shear profile fits, cf. Paper II; upper panel of

Fig. 1), and 1.46±0.57, if the B13 mass-concentration relation is

applied (“cB13”; lower panel). The different slopes in the cfit and

cB13 cases are mainly due to the two clusters, CL 1641+4001

and CL 1701+6414, in which the weak lensing analysis revealed

shallow tangential shear profiles due to extended surface mass

plateaus (cf. Figs. 3 and 5 of Paper II). This will be the starting

point for further analysis and interpretation in Sect. 4.1.

Although the cB13 slope is consistent with the expected

1:1 relation, such a Mwl

500
–Mhyd

500
relation would translate to ex-

treme biases between X-ray and WL masses if extrapolated

to higher and lower masses. Especially for masses of a

few 10
15 M⊙, ample observations disagree with the extrapolated

Mwl > 2Mhyd
. We do not claim our data to have such predicting

power outside its mass range. Rather, we focus on what can be

learnt about the X-ray/WL mass bias in our 0.4 ∼ z ∼ 0.5 mass
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L. Lovisari et al.: Scaling properties of a complete X-ray selected galaxy group sample

Fig. 1. LX-M relation. Blue triangles are groups
and red boxes are HIFLUGCS clusters with a
temperature higher than 3 keV. The blue lines
represent the best-fit values obtained in this
work. They are compared with the best-fit re-
sults obtained with different samples. BC in-
dicates the relation corrected for the selection
bias effects. The stars indicate the works that
studied galaxy groups.

To estimate the effect of applying the sample selection (5 ×
10−12 erg/s/cm2 ≤ flim(0.1−2.4 keV) ≤ 2 × 10−11 erg/s/cm2

and 0.01 ≤ z ≤ 0.035) we applied the same flux and red-
shift thresholds to a set of simulated samples. By using the halo
mass function derived by Tinker et al. (2008) with the transfer-
function from Eisenstein & Hu (1998), the density fluctuation
amplitude at 8 Mpc/h σ8 = 0.811 and a spectral index of the pri-
mordial power spectrum ns = 0.967 (Komatsu et al. 2011), we
obtained the mass and redshift for all the simulated objects. We
applied a lower mass threshold of M > 5 × 1012 M$ to ensure
that we selected groups and not galaxies, and an upper thresh-
old M < 5 × 1015 M$ (above this mass there are only a few
clusters that are not important for this work). We then assigned
a luminosity through the LX-M relation to every object and also
introduced the total scatter we derived in Sect. 5.6. We note, that
the scatter should only be introduced in the LX direction because
otherwise the value of the total masses that we derived directly
from the mass function would be changed as well. Since for all
the BCES estimator except Y |X the minimization is not purely
performed in the Y (i.e., LX) direction, they were not used for
the selection bias correction.

We assigned the same error (i.e., the mean relative error de-
rived in our analysis) to every simulated object because we did
not see any particular trend in the distribution of the statisti-
cal measurements errors as function of mass or luminosity. The
slope and normalization of the input LX-M relation were varied
in the range [1.20:2.20]6 (with steps of 0.01) and [−0.15:0.05]
(with steps of 0.01), respectively. For each grid point (i.e., every
combination of slopes and normalizations) 300 artificial flux-
limited group samples were simulated. The input slope (asim)
and normalization (bsim) that after applying the flux and redshifts

6 We first ran a set of low-resolution simulations to identify the interval
of values with the lowest χ2 of Eq. (10). These intervals of values refer
to the group sample only.

cuts (to reproduce the same selection effects of our sample)
yields an LX-M relation that matched the observed relation are
the values corrected for the selection bias. We searched for
the best combination of values by minimizing the following
equation:

χ2
tot =

(b̃sim − bobs)2

∆b2
obs

+
(ãsim − aobs)2

∆a2
obs

, (10)

where b̃sim and ãsim are the median values for the normalization
and slope of the 300 output relations of each grid point. The total
number of objects obtained by using the halo mass function was
scaled such that the distribution of the simulated samples peaked
at about 20 objects as the real sample. The scatter of the best-fit
output relation after the flux and redshift cuts agrees with the
observed scatter. We also verified that the luminosity and mass
distribution of the simulated objects after the flux and redshift
cuts matched the observed one. The correction was then also
applied to the HIFLUGCS (kT > 3 keV) and full sample (i.e.,
groups plus all the HIFLUGCS objects).

The LX-M relations corrected for selection bias are shown
in Fig. 1 and are compared with the observed relations. The cor-
rected relation for galaxy groups is steeper (slope of 1.66± 0.22)
than the observed relation (a = 1.32 ± 0.24). In contrast the
corrected relation for massive systems was found to be slightly
shallower than what is observed. Interestingly, the slope of the
corrected relation remains unchanged when including all the ob-
jects in the sample (groups and HIFLUGCS). The errors of the
corrected slopes were obtained from the distribution of the χ2

tot
in the grid. For each parameter (i.e., slope and normalization)
the error was derived by keeping the other interesting param-
eter frozen and by searching for the range of values with a
χ2

tot < χ
2
min + 1.
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The Astrophysical Journal, 748:11 (20pp), 2012 March 20 Humphrey et al.

Figure 10. Entropy profile model of RX J1159+5531, scaled by its characteristic
entropy and shown as a function of R500. The gray shaded region is the 1σ
confidence region determined from our mass model fit. We overlay deprojected
data points from Chandra (triangles) and Suzaku (stars), which are determined
more directly from the data and agree well with the model. We stress that
the model is not fitted to these data. We note that the deprojection procedure
in large spatial bins likely introduces non-negligible (unphysical) noise into
the data points (see Section 6.4), and so they should be treated with caution.
The dotted line indicates the “baseline” predictions from gravitational structure
formation (Voit et al. 2005), and we find that the “fgas-corrected” entropy profile
(blue shaded region; see the text) agrees well with the baseline predictions out
to ∼Rvir. Also shown (yellow region) is the scaled entropy profile of the isolated
elliptical galaxy NGC 720, illustrating more entropy injection in the lower mass
system.
(A color version of this figure is available in the online journal.)

4.5. ROSAT Surface Brightness Profile

We next explored whether the model fitted to the Chandra
and Suzaku data is consistent with the ROSAT surface bright-
ness profile (e.g., Eckert et al. 2011). To do this, we computed
the three-dimensional gas emissivity, based on our best-fitting
models for the temperature, density, and abundance profiles.
This model was projected onto the sky and folded through the
appropriate ROSAT PSPC instrumental responses. To account
for possible miscalibration between the satellites, we allowed
an arbitrary scaling of the model normalization between Chan-
dra and ROSAT. We broadened the surface brightness model by
folding in the instrumental PSF, evaluated at 1 keV. We added
a constant (sky) background component and allowed its nor-
malization, as well as the aforementioned scaling factor, to fit
to the ROSAT surface brightness profile, using dedicated soft-
ware based around the MINUIT18 fitting library. The best-fitting
value of the scaling factor (0.93 ± 0.03) indicates good overall
agreement, although there may be a modest calibration discrep-
ancy, at least when observing a ∼1 keV source at large (∼17′)
off-axis angles with ROSAT. Nevertheless, such a modest dis-
crepancy will not affect our conclusions in the outer part of the
group. The surface brightness profile was fitted out to ∼25′ and
became consistent with the background outside ∼12′.

In Figure 11, we show the background-subtracted ROSAT
surface brightness profile (triangles) and, for comparison, the
Chandra ACIS-S3 data. We overlay the predicted surface bright-
ness models, illustrating excellent agreement with the ROSAT
data out beyond Rvir. This strongly supports our treatment of
the Suzaku (and Chandra) data and confirms that the entropy
profile does not exhibit substantial flattening outside ∼R500.

18 http://lcgapp.cern.ch/project/cls/work-packages/mathlibs/minuit/index.html

Figure 11. Comparison of the flat-fielded, background-subtracted 0.3–7.0 keV
Chandra (black squares) and 0.42–2 keV ROSAT (blue triangles) surface
brightness profiles for RX J1159+5531. Overlaid are the profiles predicted by
the best-fitting model; the shaded regions correspond to the 1σ uncertainty. The
vertical displacement between the ROSAT and Chandra data reflects differences
in the effective area curves and energy bands. In practice, our model agrees very
well with the ROSAT data, out as far as ∼17′. The vertical lines indicate R500
and Rvir.
(A color version of this figure is available in the online journal.)

5. THE COSMIC X-RAY BACKGROUND

As is clear from Figure 2, the accurate determination of
the gas properties in the outer two Suzaku annuli requires
the background to be determined with high accuracy (see also
Section 6.2). The dominant background component of relevance
is actually the cosmic X-ray background (CXB) resulting
from (unrelated) undetected, background point sources. In
this section, we explore the accuracy with which the CXB
component has been fitted in our Suzaku analysis.

Chandra’s spatial resolution allows a significant fraction
of the CXB to be resolved into individual point sources, at
least near the optical axis. By disentangling them from any
diffuse emission, resolving the sources in this way allows
the CXB spectral shape and normalization to be determined
more precisely. Deep Chandra observations have yielded ac-
curate measurements of the logN–logS distribution (and hence
average surface brightness) of background point sources along
particular sightlines (e.g., Luo et al. 2008). Alternatively, X-ray
spectra from regions of the sky free of foreground contamina-
tion have allowed the CXB shape and normalization to be care-
fully calibrated, averaged over small portions of the sky (e.g.,
De Luca & Molendi 2004). However, owing to cosmic variance
and stochastic effects, the inferred surface brightness will not be
well enough known to use this information along other, arbitrary
sightlines, such as that to RX J1159+5531. Ideally, therefore,
Chandra should be used to resolve the point sources in each
of the Suzaku annuli, and the resultant spectra can be used to
refine the Suzaku analysis. Unfortunately, the more obstructed
field of view of Chandra (at least in the ACIS-S configuration),
coupled with the substantial degradation of the PSF (and hence
reduced detection efficiency) at !4′ away from the optical axis,
means that multiple Chandra observations are needed to mosaic
the entirety of each Suzaku annulus at high enough precision.
To complicate matters further, since point sources can be vari-
able, contemporaneous observations with each satellite would
ideally be used. Nevertheless, while individual sources can vary
significantly, the integrated source properties are not expected
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Figure 4. Black dots: deprojected electron density profile of ESO 3060170.
Blue line: beta profile fit to deprojected electron density profile, ne ∝
[1 + (r/rc)2]−3β/2, where β = 0.78, rc = 188.68 kpc. Red line: power law
fit to deprojected electron density profile, ne ∝ r−2.29.
(A color version of this figure is available in the online journal.)

discussed in detail in Section 4.3, we varied each background
component and found this entropy rollover to persist at large
radii. A similar entropy downturn has been found in several
massive clusters observed at large radii by Suzaku (Walker et al.
2012b).

We would like to compare the observed entropy profile to
expectations from numerical simulations and to those of other
groups and clusters. We estimated the normalization of the
expected entropy profile in two different ways, as shown in
Figure 5. The first estimate, Ksim, is based on the simulation of
gravitational structure formation derived by Voit et al. (2005):

Ksim(R) = 1.32K200(R/R200)1.1,

where the normalization K200 is given by

K200 = 362
GM200µmp

2R200

(
1

keV

)

×
[
H (z)
H0

]−4/3 (
Ωm

0.3

)−4/3

keV cm−2.

Our second estimate for the expected entropy profile, Kfit, is
based on fitting the observed entropy profile of ESO 3060170
between 0.12–0.8 R200; at these intermediate radii, the gas is
likely to be virialized and relatively free from a possible central
disturbance such as AGN activity. The observed entropy profile
displays a more extended central excess when compared with
Ksim rather than Kfit; this was also found by Eckert et al. (2013)
in an analogous comparison within a cluster sample. In systems
with radial variations in the enclosed gas mass fraction fgas(r),
Pratt et al. (2010) suggests that the observed entropy profile
should be scaled by a correction factor of [fgas(r)/0.17]2/3

when comparing to numerical models. We modified this scaling

Figure 5. Black circles: radial profile of entropy (K = n
−2/3
e kT ) in

ESO 3060170. Blue stars: entropy profile corrected the variation of fgas(r)
with respect to 0.15 (Pratt et al. 2010). Green triangles: radial profile of en-
tropy determined when background components were fixed in the fitting. Red
solid line: entropy profile from simulations, K ∝ r1.1; normalization is derived
from Voit et al. (2005; Ksim). Red dashed line: entropy profile from simulations,
S ∝ r1.1 with normalization determined by fit to intermediate radii (Kfit).
(A color version of this figure is available in the online journal.)

factor to [fgas(r)/0.15]2/3, based on the new Planck result for the
cosmic baryon fraction (fb = 0.15; Planck Collaboration 2013).
After applying this correction factor, the scaled entropy profile
(blue stars) at intermediate radii in Figure 5 becomes more
consistent with Ksim (red solid line) than the original entropy
profile (black stars).

The gas pressure (P = nekT ) profile of this fossil group is
shown in Figure 6 and compared to a semi-analytic universal
pressure profile derived by Arnaud et al. (2010) from compari-
son of their numerical simulations to XMM-Newton observations
of clusters. This pressure profile is characterized as

P (r) = P500

[
M500

1.3 × 1014h−1
70 M$

]ap+a′
p(x)

× P0

(c500x)γ [1 + (c500x)α](β−γ )/α
,

where

x = r

R500
; a′

p(x) = 0.10 − (ap + 0.10)
(x/0.5)3

[1 + (x/0.5)3]
;

and P500 and M500 are respectively the pressure and total mass
at R500. Arnaud et al. (2010) adopted parameter values of

[P0, c500, γ ,α,β]

= [8.403h
−3/2
70 , 1.177, 0.3081, 1.0510, 5.4905].

The observed pressure is consistent with the universal profile
within 0.8R200, while it exceeds the universal profile at large
radii.

8



Galaxy	
  Group	
  Outskirts	
  
S. Thölken et al.: X-ray analysis of the galaxy group UGC03957 beyond R200 with Suzaku

!"#$%&'(

)

*

Fig. 1. Exposure corrected mosaic image of UGC03957. The
central observation was performed in 2006; the outer observa-
tions (North, East, South and West) are from 2012. For observa-
tion details see Tab. 1. Light blue solid regions correspond to 0� –
2�,2� – 4�,4� – 7� and 7� – 11� (labeled from one to four outwards
in the following), white dashed regions to 14� – 25� and 25� – 34�
(labeled five and six in the following). All removed point sources
detected with Chandra are indicated by green circles. The image
is not corrected for vignetting and only used for demonstration
purposes.

groups. As measured by e.g. Eckmiller et al. (2011) and Lovisari
et al. (2015) scaling relations often show deviations from the
self-similar prediction in this regime. However, the scatter is still
large and more detailed studies are required out to the virial ra-
dius to avoid biases due to the extrapolation of the measured pro-
files. E.g. Maughan et al. (2012) studied the LX - T relation for
114 clusters. They combined their cluster sample with the cool
core cluster sample of Pratt et al. (2009) to reach the low mass
regime and temperatures <3.5 keV. In this regime they found a
strong deviation from the self-similar prediction. One possibility
for a deviating process in clusters and groups is AGN feedback
(e.g. Bharadwaj et al. 2014). AGN heating might have a sig-
nificant impact at larger radii in galaxy groups than in galaxy
clusters because of their lower mass which leads to further ex-
pansion of the heated gas. Other non-gravitational processes as
e.g. galactic winds or star formation can also play a significant
role in low mass systems while they should be less important in
galaxy clusters. E.g. Eckert et al. (2013b) investigated the aver-
age entropy profile of 18 galaxy clusters confirming an entropy
excess at smaller radii and a better agreement with the numer-
ical simulations further out. This entropy excess suggests that
non-gravitational effects such as feedback from the central AGN
or preheating processes are present in the intracluster medium
(ICM).

Another aspect of the evolution of galaxy clusters and groups
is the chemical enrichment history. Measuring the abundance
and especially individual abundances of α-elements can give
important insights in chemical evolution of the ICM. This has
been done previously by e.g. Tamura et al. (2004), de Plaa et al.

(2007), Sato et al. (2007b), Matsushita et al. (2007), Tokoi et al.
(2008), Komiyama et al. (2009) and Simionescu et al. (2009).
The heavy elements which can be found in the ICM are thrown
out by supernova explosions into the surrounding medium. This
material is then distributed to the ICM, mainly by galactic winds
and ram pressure stripping. As e.g. simulated by Kapferer et al.
(2007), clusters primarily enriched by ram-pressure stripping
show a steeper abundance profile than clusters where the enrich-
ment is dominated by galactic winds, i.e. ram-pressure stripping
acts more efficient in the dense cluster centers whereas galctic
winds are present at all radii. But not only the radial profile is
important, the ratio of different elements contains information
about the past, too. The ratio of alpha-elements to iron abun-
dances gives information about the amount of Supernovae Type
Ia (SNIa) compared to core-collapse supernovae (SNCC) events
in the past (e.g. Mernier et al. 2015, Simionescu et al. 2015a,
Lovisari et al. 2011). This ratio can be computed for different
supernovae yield models and in principle allows to distinguish
between those models (e.g. Sato et al. 2007a).

Measuring all the mentioned profiles and properties of clus-
ters and in particular of galaxy groups is challenging as the sur-
face brightness (SB) drops fast towards the outskirts and there-
fore the treatment of the background emission is crucial. The
Suzaku satellite is of special importance for these kind of analy-
ses because of its low and stable instrumental background due to
its low earth orbit and short focal length. Here we present an X-
ray analysis of the galaxy group UGC03957 with Suzaku reach-
ing 1.4R200, where R200 = 23.7� is obtained from the Suzaku
data in this work (see Sec. 5.5). We measure temperature, metal-
licity, density, entropy, surface brightness and gas mass fraction
profiles up to and beyond R200 as well as the entropy profile.
In addition we investigate the ratio of SNIa to SNCC from the
abundance pattern of α-elements in the center and compare dif-
ferent SNIa yield models. Throughout the analyses we assume
a flat universe with H0 = 70 km s−1 Mpc−1 and ΩΛ = 0.73. All
errors are given at 68% confidence level.

2. Observations and Data Reduction

2.1. Suzaku

The galaxy group UGC03957 is one of the most luminous local
groups with a redshift of z = 0.034. We analyze five Suzaku ob-
servations performed with the XIS instrument aboard of Suzaku
with 138 ks total cleaned exposure time (cf. Tab. 1). One short
archival observation (analyzed as part of a sample in Shang &
Scharf 2009) is pointing towards the center of the group while
we placed four additional deeper observations in each azimuthal
direction around the center (called North, East, South and West
observation in the following) as shown in Fig. 1. These obser-
vations are very well suited to study possible azimuthal devia-
tions in the outskirts, each of the four reaching beyond R200. The
central Suzaku observation was taken in 2006, while the other
four were performed in March 2012. XIS2 was damaged due to
a micrometeorite hit in November 2006, therefore, only XIS0,
XIS1 and XIS3 data can be used for the analyses of the outer
observations while data of all four XIS chips is available for the
central observation. Further details are listed in Tab. 1. A first
estimate for the radius R200 where the gas density is 200 times
the critical density of the universe was determined using Rosat
All-Sky-Survey (RASS) data (Reiprich & Böhringer 2002). This
yields a value of R200 = 34.06� which is also the maximum ra-
dius we reach with our observations. We determine R200 using
Suzaku data in Sec. 5.5.
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Fig. 10. Temperature profile of UGC03957 measured with
Suzaku (blue) and XMM-Newton (green). The blue dotted line
shows the best fit power law to the Suzaku data excluding the
cool core. The red solid line corresponds to the deprojected
temperature profile, shaded area shows the 68% uncertainties.
Uncertainties on the measurements in the inner four annuli are
larger due to the shorter exposure time (cf. Tab. 1).

ues around R∼10� which would lead to a bias if the profile is
extrapolated to larger radii.

A temperature drop of a factor of ∼3 from the center to the
outskirts of the group is consistent with previous Suzaku mea-
surements of galaxy clusters (cf. Fig. 9 of Reiprich et al. 2013).
The solid lines in Fig. 10 correspond to the best fit power law
model to the projected Suzaku data points (blue line) and the
deprojected profile (red line). The innermost bin was excluded.
As expected due to the negative temperature gradient, we see
that the deprojected temperature profile is slightly higher than
the projected one. In the following the deprojected temperature
profile is used to compute mass and entropy.

5.4. Abundance and supernova ratio

Fig. 11 shows the abundance profile using the average abun-
dances determined in the apec fit for the central observation and
the abundance measured in the outer observations reaching be-
yond R200. The abundance drops from the innermost to the sec-
ond bin and then shows a rather flat behavior out to the outskirts.
The profile is in good agreement with the XMM-Newton mea-
surements where they overlap in the inner parts.

Kapferer et al. (2007) simulated two possible mechanisms
for the enrichment of the ICM: ram-pressure stripping and galac-
tic winds. Ram pressure stripping is most effective at high den-
sities, thus in the center of galaxy groups and clusters whereas
it is expected to have less influence at the outer parts. Galactic
winds are more effective in lower density regions because of the
lower pressure of the surrounding material. In their simulation
Kapferer et al. (2007) showed that for ram-pressure stripping
as the primary process a steeper abundance profile is expected
than for galactic winds. Therefore, the flat profile in our mea-
surement is a hint for galactic winds as the dominant enrichment
process outside the group center. This is consistent with the first
abundance measurements out to the virial radius of two galaxy
clusters (Fujita et al. 2008). From the central to the second bin a
steep gradient is observed. Here the impact of the brightest cen-
tral galaxy which is probably significantly contributing to the
enrichment is an important factor.

R (arcmin)
0 10 20 30

)
Z 

(Z
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Lovisari et al. (2015)
This work

200R

R (kpc)
0 500 1000

Fig. 11. Abundance profile of UGC03957 measured with Suzaku
(for values see Tab. 4) in blue and XMM-Newton (Lovisari et al.
2015) in green.

We also studied individual abundances in the inner annuli
of the central observation. We note a high Ar and Ca abun-
dance in the innermost annulus (albeit with high uncertainties),
yielding Ar/Fe = 2.6 ± 0.7 and Ca/Fe = 1.3+0.6

−0.5, respectively.
E.g. Simionescu et al. (2009) found comparable high values for
Ca/Fe in the central region of the Hydra A cluster. Also de
Plaa et al. (2007) measured individual abundances for a sam-
ple of 22 galaxy clusters observed with XMM-Newton and for
several clusters found high Ca/Fe values of ∼1.5 Z⊙. However,
they found lower Ar/Fe values in the central parts whereas a
stacked analyses of all archival X-ray ASCA data performed by
Baumgartner et al. (2005) yield comparable high Ar abundance
for the low temperature systems. Our measured abundance val-
ues for Mg, Si and S in the central parts are in good agreement
with Suzaku measurements by e.g. Sato et al. (2007b), Tokoi
et al. (2008) and Komiyama et al. (2009), the latter also studying
a galaxy group.

The ratio of SNIa and SNCC which exploded in the past can
be determined using the abundances of α-elements such as Si
and S compared to Fe. We measured the abundance of these ele-
ments at intermediate radii between 2� − 11� to minimize a pos-
sible influence of the central galaxy (indicated by the steep gra-
dient in Fig. 11) yielding ZFe = 0.39+0.06

−0.06 Z⊙, ZSi = 0.46+0.16
−0.15 Z⊙

and ZS = 0.70+0.25
−0.24Z⊙. Then we follow the procedure described

by Lovisari et al. (2009) and determine the SN ratio for each
of the two elements. Two models for the yields of SNIa were
tested: a deflagration model (W7-model) and a delayed deto-
nation model (WDD2), as described in Iwamoto et al. (1999).
Average SNCC yields in the mass range of 10M⊙ to 50M⊙,
calculated by Tsujimoto et al. (1995) assuming a Salpeter ini-
tial mass function, were used. The SN ratio is defined as R =
NSNCC/(NSNCC+NSNIa), where N is the number of SN for a given
type.

The results are given in Tab. 8. Both models yield similar
results and are consistent within the uncertainties. The SN ra-
tios for Si and S also match within the uncertainties, thus, the
observed abundances for UGC03957 can be explained by a rel-
ative contribution to the ICM enrichment of 80% – 100% for
SNCC. Similar results have been reported by Sato et al. (2010)
for the fossil group NGC 1550. Also Rasmussen & Ponman
(2007) found that for their galaxy group sample outside the cool
core SNCC dominate the enrichment over SNIa. Recent results
from Simionescu et al. (2015b) from Suzaku observations of the
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Table 8. Ratio of the relative number of Supernovae Type II for
the elements Si and S and two different SNIa yield models.

RSi RS

W7 0.81+0.14
−0.15 > 0.91

WDD2 0.80+0.15
−0.18 > 0.90

Virgo Cluster gave comparable results with a relative contribu-
tion of 79%−85% for SNCC indicating a similar enrichment his-
tory for galaxy groups and clusters. They measured abundance
ratios beyond the virial radius for the first time and ruled out an
enrichment of solely SNCC at large radii at 9σ level. However,
the authors note that due to the limited accuracy of the SN yield
models uncertainties in the measurements still remain.

5.5. Gas mass and total mass

With the deprojected gas density and the temperature profiles we
computed the X-ray hydrostatic mass of the galaxy group using
the hydrostatic equation:

Mtot(< R) = −kTgasR

Gµmp

�
d ln ρgas

d ln R
+

d ln Tgas

d ln R

�
(6)

with mp being the proton mass, µ the mean molecular weight and
G the gravitational constant. We find a value of M(< R200) =
(1.02+0.04

−0.04) × 1014 M⊙. Using the density profile we obtain an es-
timate for R200 yielding R200 = 23.7�. This value is considerably
lower than the first estimate from the RASS data.

We obtain the gas mass fraction profile as shown in Fig.
12 (innermost part is not shown due to our simplified tempera-
ture model which does not describe the cool core). Up to R500
the gas mass fraction is below 10% which is a typical value
found for galaxy groups as e.g. in Lovisari et al. (2015), Sun
et al. (2009) and Humphrey et al. (2012). Galaxy clusters typ-
ically show somewhat higher gas mass fraction above 0.1 as
e.g. found by Vikhlinin et al. (2006). In galaxy groups feedback
processes have more effect than in clusters and lead to further
expulsion of the gas. Beyond R500 the fraction of UGC03957
rises up to ∼13% at R200 and ∼18% at the maximum radius we
reach with our observation which is slightly above the cosmic
mean value. This behavior is in contrast to measurements by
e.g. Simionescu et al. (2011) for the Perseus cluster and Walker
et al. (2012a) for the cluster PKS 0745191. They measured gas
mass fractions of ∼0.23 and ∼0.19 already around R200, respec-
tively, while UGC03957 only rises above this value far beyond
R200. Eckert et al. (2013a) investigated the gas properties for a
sample of 18 galaxy clusters with combined ROSAT and Planck
data. They found fgas around 18% beyond R200 in agreement with
our findings. A likely explanation for this excess is a deviation
from hydrostatic equilibrium. If the assumption of hydrostatic
equilibrium is violated this can result in a lower total mass esti-
mate and therefore a higher gas mass fraction. E.g. Piffaretti &
Valdarnini (2008) showed – by performing N-body/SPH simula-
tions of about 100 galaxy clusters – that masses can be underes-
timated by up to 15% at R200.

5.6. Entropy profile

A good indicator for the hydrodynamical status of the ICM is
the entropy which we obtained by combining the deprojected
density and temperature profiles using the entropy definition
K = kTn

− 2
3

e with Boltzmann constant k. The derived profile is
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Fig. 12. Gas mass fraction profile of UGC03957. The horizon-
tal dashed line shows the cosmic mean value of 0.15 (Planck
Collaboration et al. 2014). Shaded area corresponds to 68% con-
fidence region.

shown in Fig. 13 in green. Voit (2005) performed non-radiative
simulations from gravitational structure formation and found
that their simulated cluster sample follows the relation

Ksim

K200
= 1.32

�
R

R200

�1.1
(7)

with the normalization

K200 = 362
GM200µmp

2R200

�
1

keV

�
×
�

H(z)
H0

�− 4
3
�
Ωm

0.3

�− 4
3

keV cm−2.(8)

However, in this fit to the simulated data the slope was fixed
to the common literature value of 1.1, but the authors note that
outside 0.2R200 their sample seems to indicate a slightly steeper
slope. For this reason they performed another fit with free slope
and normalization and found

Ksim

K200
= 1.45

�
R

R200

�1.24

. (9)

Fig. 13 shows both fits together with our measurement (green
line and shaded area corresponding to 68% confidence region).
At ∼R200 our measurements agree with the expectation but at
smaller radii we find a clear entropy excess compared to the nu-
merical prediction. Pratt et al. (2010) analyzed 31 nearby clus-
ters and found a similar behavior for their sample i.e. many en-
tropy profiles showing larger deviation towards the central re-
gions. They reported that the profiles match well with the nu-
merical simulations by Voit (2005) when a gas mass fraction
correction is applied which also reduces the scatter in the en-
tropy profiles significantly. The correction is as follows:

Kcorr = Kmeasure × fgas(< R)2/3
f
−2/3
b (10)

with the cosmic baryon fraction fb = 0.15 (Planck Collaboration
et al. 2013b). We applied the correction to our entropy profile
which is shown in red in Fig. 13. The resulting profile is in
much better agreement with Eq. 7 with a fixed slope of 1.1.
Compared to Eq. 9 (the fit to the simulated cluster sample of
Voit (2005) with free slope) we even find a perfect agreement.
As in their sample, our measurement for UGC03957 suggests
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Fig. 13. Scaled Entropy profile of UGC03957. The green dot-
dashed line shows the entropy profile estimated from the depro-
jected temperature and density profiles. The red solid line rep-
resents the profile corrected for the gas mass fraction as sug-
gested by Pratt et al. (2010) (c.f. Eq. 10). Dotted and dashed
lines represent the predictions from gravitational structure for-
mation simulations by Voit (2005) and correspond to Eq. 7 and
Eq. 9, respectively.

a slightly steeper slope than the literature value of 1.1. Pratt
et al. (2010) discussed several possible explanations for entropy
modification: Pre-heating processes or AGN feedback can lift
the entropy in the central region as e.g. discussed by Wang
et al. (2010). Feedback from the central AGN or convection and
bulk motion can push the central gas further outwards or even
eject gas from the object, especially in low mass systems with a
shallower gravitational potential well, leading to higher entropy.
E.g. Wang et al. (2010) measured entropy profiles for 31 galaxy
groups and clusters and found a clear central entropy excess for
all objects. They compared their observation with observation-
ally constrained supernovae explosion rates as well as the con-
tribution of AGN feedback and concluded that AGNs can be re-
sponsible for the excess entropy. However, the observations have
been performed with the Chandra satellite and in most cases
only reach R500. To explain the excess in our analysis, the de-
scribed effects must have impact on the gas out to large radii
which is more presumable for the low mass systems. McCarthy
et al. (2010) explicitly focused on simulations of AGN feedback
in galaxy groups. Their simulations reproduce the observations
up to R500 and the central entropy excess very well.

Humphrey et al. (2012) and Su et al. (2013) studied the
galaxy groups RXJ1159+5531 and ESO 3060170, respectively,
and obtained similar results to our study. Both found an en-
tropy excess out to large radii for their objects and good overall
agreement with the simulations by Voit (2005) after applying the
fgas correction. Recently Su et al. (2015) extended the study of
RXJ1159+5531 to full azimuthal completeness and confirmed
this entropy behavior. Nevertheless, Su et al. (2013) reported an
entropy drop at ∼R200 which is consistent with observations for
several galaxy clusters. Walker et al. (2013) compared the en-
tropy profile for seven clusters obtained in previous analyses to
the baseline prediction of Voit (2005) and found a significant en-
tropy flattening (or even a drop for some clusters) at large radii.
They suggest clumping as one possible explanation, but also de-
viations from thermal equilibrium between electrons and protons
can lower the entropy. However, the results of Humphrey et al.
(2012), Su et al. (2015) and also our results match well the sim-

ulation in the outskirts. This seems to indicate a difference be-
tween galaxy groups and clusters regarding the impact of non-
gravitational effects on the entropy profile in the outskirts. We
note that using simple models for temperature and density pro-
files (i.e. power law and single-beta model, respectively) results
in a power-law description of the entropy profile which in prin-
ciple can not reflect more complicated behavior. However, these
models describe our data very well and an entropy flattening is
absent for our object. Additionally, we tested for a double-beta
model for the deprojection and find a consistent profile com-
pared to the single-beta case in the outskirts (cf. Sec. 3.6). Hence,
we are confident that our models yield a reliable entropy profile.

However, even for galaxy clusters the entropy measurements
are contradictory as shown by Eckert et al. (2013b) who ana-
lyzed 18 clusters and found a better agreement of the average
entropy profile with numerical simulations at R > R500 in con-
trast to Walker et al. (2013). One point discussed in Eckert et al.
(2013b) is the missing azimuthal completeness in most Suzaku
studies which might explain the different findings. Our study and
also Su et al. (2015) have good azimuthal coverage while Su
et al. (2013) only studied one azimuthal direction. Thus, good
azimuthal coverage may be important to obtain overall cluster
and group entropy profiles. Nevertheless, to constrain a “uni-
versal entropy profile” for galaxy clusters and in particular for
galaxy groups, larger samples are needed which then also allow
for studying the impact of non-gravitational effects in greater de-
tail.

6. Conclusion

We analyzed five Suzaku observations of a galaxy group, reach-
ing ∼1.4R200. We found that the group is azimuthally symmetric
and performed a simultaneous fit of all outskirts observations
and determined the temperature, abundance, surface brightness,
density, entropy and fgas profiles. Our main findings are the fol-
lowing:

– The surface brightness profile is consistent with previous
measurements of galaxy groups with a single-beta-model fit
to the Suzaku data yielding β = 0.55±0.01. Extrapolation of
the XMM-Newton best fit double-beta model leads to large
deviation from our Suzaku measurements and emphasizes
the importance of accurate measurements out to large radii
to avoid biases.

– The temperature profile drops by almost a factor of three
from the center to the outskirts. This is consistent with previ-
ous Suzaku analyses for galaxy clusters as shown in Reiprich
et al. (2013) and supports a self-similar picture.

– The abundance profile shows a flat behavior outside the cen-
ter which points to galactic winds as the primary enrichment
process, as found in simulations by Kapferer et al. (2007).

– The abundance pattern of the group can be explained by a
relative contribution of ∼80% – 100% for SNCC to the ICM
enrichment. This is comparable with the results from previ-
ous measurements for galaxy groups (e.g. Sato et al. 2010
and Sato et al. 2007a) and also with recent results for the
Virgo cluster (Simionescu et al. 2015b).

– The gas mass fraction increases with radius and is <0.1 in-
side R500 which is comparable to previous results for galaxy
groups (e.g. Lovisari et al. 2015, Sun et al. 2009, Humphrey
et al. 2012) but in contrast to galaxy clusters which show
higher gas mass fractions. One explanation are feedback pro-
cesses which act more efficient in galaxy groups. Outside
R200 the gas mass fraction exceeds the cosmic mean value
while inside this radius it stays below ∼13% in contrast

12

fgas-­‐corrected	
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X-ray Observations of the Antlia Cluster 3

10 arcmin 5 arcmin

5.00e-07 5.14e-07 5.43e-07 6.01e-07 7.15e-07 9.46e-07 1.40e-06 2.31e-06 4.14e-06 7.77e-06 1.50e-05

10 arcmin

2.50e-07 2.57e-07 2.71e-07 3.00e-07 3.57e-07 4.73e-07 7.01e-07 1.15e-06 2.07e-06 3.88e-06 7.49e-06

Fig. 1.— Smoothed ROSAT PSPC image of the central regions of the Antlia Cluster in the 0.5–2 keV band is shown in the upper left.
North is up while east is left. The color represents the X-ray intensity from high (yellow-red) to low (dark blue). The upper and lower
black crosses indicate the locations of NGC 3268 and NGC 3258, respectively. The X-ray peak about 5′ west of NGC 3268 is probably a
background cluster (Section 2.2). The innermost four spectral extraction areas of the Suzaku data analysis are shown in green pie regions.
The white square indicates the field of view of the smoothed XMM-Newton MOS2 image (Obs. ID: 0691950201: PI: E. T. Million) in the
0.5–2 keV band shown on the upper right panel. Also shown are the exposure corrected, background subtracted, and smoothed soft band
(0.6–2.0 keV: middle) and hard band (2.0–7.0 keV: bottom) Suzaku images of Antlia with an image pixel binning size = 0.5′. Both images
were smoothed with a Gaussian kernel of FWHM ≈ 1′. The color bars show the surface brightness in units of count s−1 cm−2 arcmin−2.
The seven Suzaku pointings from the right to the left are E0, E1, E2, E3, E4, E5, and the local background field EB. The dashed white arc
on the middle image has a radius of R200 = 887 kpc = 76′ centered on the peak of the extended emission (black cross). The removed point
sources (or compact structures) and the calibration sources (at field corners) are shown in solid green circles (with a red line across) on the
bottom image. The spectral extraction areas are shown in solid green pie regions on the bottom image. The unresolved diffuse emission in
the soft band image is dominated by hot gas within ! 30′ while the hard band image is dominated by CXB beyond " 20′.
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Fig. 6.— Projected (black crosses) and deprojected (red cir-
cles) temperature profiles of Antlia. Error bars for temperature
include both statistical and systematic uncertainties. The depro-
jected temperature data points have been slightly shifted to the left
for clarity. The dotted line is the average scaled profile of a sam-
ple of clusters measured with Suzaku (Reiprich et al. 2013). The
blue dashed line is the Virgo profile with its projected temperature
scaled by a factor of 〈T (Antlia)〉/〈T (Virgo)〉 = 1.54/2.3 and radius
in unit of R200(Virgo) = 234′ (Urban et al. 2011). Note that the
actual temperature of Virgo drops from its peak by a factor of 3
near the center (! 10−3R200), which cannot be seen on the radial
scale of this figure.

gions out to R200. It should be noted that both Antlia
and Virgo are measured in one direction. More obser-
vations of galaxy groups will be needed to test the self-
similarity near R200.

5. DENSITY, PRESSURE, AND ENTROPY PROFILES

We used both the projected and deprojected spectral
normalizations of the ICM component to constrain the
electron density (Appendix A). The resulting electron
density profile is shown in the upper panel of Figure 7.
The density profile has a rather flat core within ∼10′–

20′ and steepens beyond that. The density decreases all
the way beyond R200 out to ∼100′. We fitted a power-law
to the density profile (ne ∝ r−α) beyond ∼10′, and the
power-law index is α = 1.75+0.27

−0.24. This is consistent with
the density slope of 1.65–2.25 at R500 measured with 43
nearby galaxy groups using Chandra (Sun et al. 2009). It
is not as steep as those of more massive galaxy clusters,
which have a slope of∼2 atR200 or even 3 at radii" R200
(e.g., Morandi et al. 2015). The density profile of Antlia
in its outer regions is significantly steeper than that of
Virgo (αVirgo = 1.21± 0.2019; Urban et al. 2011).
With the deprojected temperature and density pro-

files measured, we calculated the gas pressure profile,
P = nkT , where n is the total number density in the
gas (both ions and electrons). We assume n ≈ 1.92ne for
a fully ionized ICM. The pressure profile (middle panel
in Figure 7) in the central ∼30′ is similar to the density
profile since the temperature is quite uniform. Beyond
that, the pressure profile is steeper due to the declining
temperature.

19 The error of Virgo density index has been converted to 90%
confidence.
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Fig. 7.— Upper panel: Electron density profile of Antlia (black
data), with a power law index of α = 1.75+0.27

−0.24 beyond ∼10′

(thick red dashed). The thin cyan dashed line is the best-fit
power law for Virgo (α = 1.2 ± 0.2) plotted in units of its R200
(Urban et al. 2011). Middle panel: Gas pressure profile of Antlia
(black data). The standard universal pressure profile of clusters
(thick cyan dashed) and the version with only morphologically dis-
turbed clusters (thin brown dashed) are shown. Lower panel: En-
tropy profile of Antlia (black crosses), with a power law index of
0.69+0.22

−0.24 beyond the core of ∼10′ (thick red dashed). The thin
cyan dashed line is the gravity heating-only model with a power
law index of 1.1. The circles are measured entropy multiplied by
the gas correction factor of [fgas(r)/0.15)]2/3 (see text). Errors
bars in density, pressure, and entropy include both statistical and
systematic uncertainties.

Arnaud et al. (2010) found that more massive galaxy
clusters with M500 " 1014M# (or TX " 2 keV) obey the
universal pressure profile of the form:

P (x)

P500,ad
=

P0

(c500x)γ [1 + (c500x)α](β−γ)/α
, (2)

with the characteristic pressure adjusted for the slight
deviation from self-similar given by

P500,ad = 1.65× 10−3E(z)8/3

×

[

M500

3× 1014h−1
70 M#

]2/3+α(x)

h2
70 keV cm−3, (3)

where α(x) = 0.22/[1 + (2x)3] accounts for the
breakdown of self-similarity, x ≡ r/R500, and
E(z) =

√

ΩM (1 + z)3 + ΩΛ. Sun et al. (2011) found
that the universal pressure profile can be extended
to less massive groups. The thick cyan dashed line
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  image	
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Hydro-­‐simula(ons	
  
Roediger+15	
  

Blue:	
  hot	
  X-­‐ray	
  gas	
  
Yellow:	
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  galaxies	
  



Summary	
  

•  LX-­‐Mhyd,	
  LX-­‐Mdyn,	
  LX-­‐MWL	
  
•  Mhyd/MWL	
  (M)	
  

•  Group	
  Outskirts	
  
•  Complete	
  Stripping	
  


