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Figure 1. Comparison of hydrostatic (MX) and caustic (MC)
masses, with both measured with the radius R500 defined from
the hydrostatic mass profile. Points are coloured to indicate RCC
(blue triangles) and NRCC (red circles) clusters. The solid line is
the line of equality.

Cluster z Status R500 MX MC
Mpc 1014M� 1014M�

A0267 0.230 NRCC 0.99 3.4± 0.8 4.6± 0.3
A0697 0.282 NRCC 1.55 13.9± 2.4 6.1± 2.9
A0773 0.217 NRCC 1.38 9.1± 1.1 9.9± 0.1
A0963 0.206 NRCC 1.12 4.8± 0.5 4.26± 0.04
A1423 0.213 RCC 1.09 4.4± 0.5 4.10± 0.07
A1682 0.234 NRCC 1.13 5.0± 0.8 6.74± 0.04
A1763 0.223 NRCC 1.42 10.0± 1.5 12.5± 1.4
A1835 0.253 RCC 1.51 12.2± 1.6 9.9± 0.7
A1914 0.171 NRCC 1.52 11.5± 1.8 6.3± 0.2
A2111 0.229 NRCC 1.23 6.5± 1.1 3.8± 0.4
A2219 0.230 NRCC 1.52 12.2± 0.7 10.0± 2.6
A2261 0.224 NRCC 1.26 6.9± 0.9 3.4± 1.2
A2631 0.278 NRCC 1.28 7.7± 1.3 4.7± 1.0
RXJ1720 0.164 RCC 1.36 8.2± 1.0 5.4± 0.3
RXJ2129 0.235 RCC 1.22 6.4± 0.9 5.7± 1.3
Z3146 0.291 RCC 1.34 8.9± 1.2 4.1± 1.9

Table 2. Summary of the hydrostatic (MX) and caustic (MC)
masses within the radius R500 determined from the hydrostatic
mass profile, given in column 4. The status column indicates the
clusters’ dynamical classification.

(albeit with larger uncertainties); in both cases the
agreement is better than ⇡ 30% (<⇠ 0.12).

As indicated in Figs. A1 and A2, X-ray temperature
profiles were measured directly close to, or beyond, R500

for all clusters. Hydrostatic mass profiles are extrapolated
based on the best-fitting temperature profile model beyond
the extent of the temperature profile. The median extent of
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Figure 2. Profiles of the ratio of hydrostatic to caus-

tic mass profiles for the sample. The ratios were com-

puted in log space as described in the text. The mass

profiles were scaled to the radius R500 determined from

the hydrostatic mass profile for each cluster before fit-

ting the bias at each radius. Lines are styled to indicate

RCC (blue, dot-dashed) and NRCC (red, solid) clusters.

The dashed black line shows the best fitting mean bias

between hydrostatic and caustic mass, with the shaded

region enclosing the 1� uncertainty.
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Figure 3. Profiles of the best-fitting mean bias between

hydrostatic and caustic masses. The mass profiles were

scaled to the radius R500 determined from the hydro-

static mass profile for each cluster before fitting the bias.

The dashed black line shows the mean bias profile for the

whole sample, while the blue (dot-dashed) and red (solid)

lines with shaded error regions show the mean bias pro-

files for the RCC and NRCC subsets respectively.

the temperature profiles is 1.25 R500. Profiles of the mass
ratios beyond that point are less robust.

In Fig. 4, the ratio of the hydrostatic to caustic masses
at the radius R500 determined from the hydrostatic mass
profile is shown for each cluster. Again, the ratios are
computed as (µ̂X � µ̂C). At this radius, the two mass
estimators agree well, with  = 0.080 ± 0.046, corre-
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7. CLUSTER CLASSIFICATION

We investigate in this Section the efficiency in reducing bias and scatter on both X-ray and gravitational lensing masses of two
selecting criteria. We create different sub-samples determined by the morphology of the X-ray images or by the presence of sub-
structures on their environment.

7.1. Masses and X-ray morphology

To limit the impact of the non-thermal processes on the X-ray mass estimates, clusters are often selected on the basis of their
appearance. The literature is rich of studies where clusters have been classified into relaxed, or regular, and unrelaxed, or disturbed,
because of their X-ray morphology (e.g. Zhang et al. 2008; Vikhlinin et al. 2009). Most of the time, the classification is done
“visually”, i.e. simply quantifying the regularity of an object from the X-ray image in the soft band. More objective criteria,
proposed in the past, are the power ratios, centroid-shift, asymmetry and fluctuation parameters, and hardness ratio. We test all of
them and present here our result.

Third order power ratio and centroid shift. Buote & Tsai (1995) suggested to decompose the surface brightness distribution
in multipoles. The high order multipoles, usually normalized by the monopole and called power ratios, are used to quantify the
contribution of different scale components (asymmetries and substructures) to the surface-brightness power spectrum relative to the
large-scale smooth cluster emission. Most information in the power spectrum is contained in the first four multipoles. P0 is the
monopole. The power ratio P1/P0 measures the dipole of the X-ray emission, which is zero if measured with respect to the X-ray
centroid. The power ratio P2/P0 measures the ellipticity (quadrupole). The third order power ratio P3/P0 can be used to quantify
asymmetries and is the best indicator of clusters with multimodal distributions. Substructures on smaller scales contribute to higher
order multipoles.

Another indicator of the dynamical state and of the asymmetry of the X-ray emission is the centroid-shift, i.e. the shift of the
surface brightness centroid in apertures of increasing size. This parameter points out the dynamical state of the cluster as well as the
asymmetry. Following Poole et al. (2006) and Maughan et al. (2008), we define the centroid-shift as

w =
1

Rmax
⇥

sP
i(�i - h�i)2

(N - 1)
, (10)

where Rmax is the radius of the largest aperture, and �i = ~Rc,i - ~Rc,max is the shift of the centroid in the i-th aperture with respect to
the centroid in the largest aperture, ~Rc,max. h�i is the mean value of the various �i and the sum is done over all the N apertures with
radii up to Rmax. In this work we assumed N = 17 apertures with radii ranging between Rmin = 0.15⇥R500 and Rmax = R500.

The third–order power ratio and the centroid shift were shown to be effective in classifying clusters by two recent works by Cassano
et al. (2010) and Böhringer et al. (2010). Clusters are located in a rather well defined region in the P3/P0 - w plane: objects with
small centroid shift and small P3/P0 are classified as “regular”. The majority of them are cool core systems, not very dynamically
active and showing absence or very little radio emission. For all these reasons, often, these objects are referred as “relaxed”.

In this work, we compute the power ratio, P3/P0, and the centroid-shift, from the signal of the region within R500 of the masked
images. With this attention, we aim to evaluate the “irregularity” of the actual portion of the image that we use to retrieve the mass.
Both the values and their uncertainties are derived from Monte Carlo simulations. We create 100 new images where the photons are
re-distribuited accordingly to a Poisson statistics. We evaluate the estimators in each image. Finally, we extract the medians and
the 16th and 84th percentile of the Monte Carlo distributions to represent the final values of the morphological estimators and their
uncertainties.

FIG. 2.— Comparison between X-ray and true masses using the whole sample. The meaning of lines, crosses and shaded regions is the same of Fig.1.

Rasia+ (2012)

Planck Collaboration: Cosmology from SZ cluster counts

Fig. 7: Comparison of constraints from the CMB to those from
the cluster counts in the (⌦m,�8)-plane. The green, blue and
violet contours give the cluster constraints (two-dimensional
likelihood) at 1 and 2� for the WtG, CCCP, and CMB lens-
ing mass calibrations, respectively, as listed in Table 2. These
constraints are obtained from the MMF3 catalogue with the
SZ+BAO+BBN data set and ↵ free. Constraints from the Planck
TT, TE, EE+lowP CMB likelihood (hereafter, Planck primary
CMB) are shown as the dashed contours enclosing 1 and 2� con-
fidence regions (Planck Collaboration XIII 2015), while the grey
shaded region also include BAO. The red contours give results
from a joint analysis of the cluster counts, primary CMB and
the Planck lensing power spectrum (Planck Collaboration XV
2015), leaving the mass bias parameter free and ↵ constrained
by the X-ray prior.

6.3. Constraints on ⌦m and �8: comparison to primary CMB

Our 2013 analysis brought to light tension between constraints
on⌦m and�8 from the cluster counts and those from the primary
CMB in the base ⇤CDM model. In that analysis, we adopted a
flat prior on the mass bias over the range 1 � b = [0.7, 1.0], with
a reference model defined by 1 � b = 0.8 (see discussion in the
Appendix of Planck Collaboration XX 2014). Given the good
consistency between the 2013 and 2015 cluster results (Fig. 3),
we expect the tension to remain under the same assumptions con-
cerning the mass bias.

Figure 7 compares our 2015 cluster constraints (MMF3
SZ+BAO+BBN) to those for the base ⇤CDM model from the
Planck CMB anisotropies. The cluster constraints, given the
three di↵erent priors on the mass bias, are shown by the filled
contours at 1 and 2�, while the dashed black contours give the
Planck TT, TE, EE+lowP constraints (hereafter Planck primary
CMB, Planck Collaboration XIII 2015); the grey shaded regions
add BAO to the CMB. The central value of the WtG mass prior
lies at the extreme end of the range used in 2013 (i.e., 1-b=0.7);
with its uncertainty range extending even lower, the tension with
primary CMB is greatly reduced, as pointed out by von der Lin-
den et al. (2014b). With similar uncertainty but a central value
shifted to 1 � b = 0.78, the CCCP mass prior results in greater
tension with the primary CMB. The lensing mass prior, finally,
implies little bias and hence much greater tension.

6.4. Joint Planck 2014 primary CMB and cluster constraints

We now turn to a joint analysis of the cluster counts and primary
CMB. We begin by finding the mass bias required to remove ten-

Fig. 8: Comparison of cluster and primary CMB constraints in
the base ⇤CDM model expressed in terms of the mass bias,
1 � b. The solid black curve shows the distribution of values re-
quired to reconcile the counts and primary CMB in ⇤CDM; it
is found as the posterior on the 1 � b from a joint analysis of
the Planck cluster counts and primary CMB when leaving the
mass bias free. The coloured dashed curves show the three prior
distributions on the mass bias listed in Tab. 2.

sion with the primary CMB, and then consider one-parameter
extensions to the base ⇤CDM model, varying the curvature, the
Thomson optical depth to reionization, the dark energy equation-
of-state, and the neutrino mass scale. Unless otherwise stated,
"CMB" in the following means Planck TT, TE, EE+lowP as de-
fined in Planck Collaboration XIII (2015). All intervals are 68%
confidence and all upper/lower limits are 95%.

6.4.1. Mass bias required by CMB

In Fig. 8 we compare the three prior distributions to the mass
bias required by the primary CMB. The latter is obtained as the
posterior on (1 � b) from a joint analysis of the MMF3 cluster
counts and the CMB with the mass bias as a free parameter. The
best-fit value in this case is (1 � b) = 0.58 ± 0.04, more than 1�
below the central WtG value. Perfect agreement with the primary
CMB would imply that clusters are even more massive than the
WtG calibration. This figure most clearly quantifies the tension
between the Planck cluster counts and primary CMB.

6.4.2. Curvature

By itself the CMB only poorly determines the spatial curvature
(Sect. 6.2.4 of Planck Collaboration XIII 2015), but by including
another astrophysical observation, such as cluster counts, it can
be tightly constrained. Our joint cluster and CMB analysis, with-
out external data, yields ⌦k = �0.012 ± 0.008, consistent with
the constraint from Planck CMB and BAO ⌦k = 0.000 ± 0.002.

6.4.3. Reionization optical depth

Primary CMB temperature anisotropies also provide a precise
measurement of the parameter combination Ase�2⌧, where ⌧ is
the optical depth from Thomson scatter after reionization and As
is the power spectrum normalization on large scales (Planck Col-
laboration XIII 2015). Low-` polarization anisotropies break the
degeneracy by constraining ⌧, but this measurement is delicate
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Caustic Masses

✤ Trace escape velocity 
profiles

✤ Effective to >R200

✤ Expected to overestimate 
true mass by ~20% at 
R500

✤ Prediction: MX/MC ~ 0.7
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Fig. 10.— Redshift versus projected radius in ensemble clusters. (Left) Quartiles of L
X

(Right) Quartiles of M200. Quartiles are shown
from top to bottom by decreasing mass/luminosity. Solid lines indicate the positions of the caustics for the ensemble clusters.

relative to the cluster center. They bin galaxies both
by projected radius and by velocity o↵set (e.g., galaxies
with |�v|=(0-1)�

p

, 1-2�
p

, 2-3�
p

). At fixed projected ra-
dius, their Figure 3 shows little dependence of the color
distribution on velocity o↵set, suggesting that the veloc-
ity distribution does not depend dramatically on galaxy
color, consistent with our results.
Our Hectospec (and SDSS) redshifts show that some

cluster members are “blue cloud” galaxies with colors in-
dicating recent star formation (Figure 15). The fraction
of “blue cloud” galaxies seems to increase with increasing
absolute magnitude, similar to field galaxies (e.g., Blan-
ton et al. 2003a). This conclusion could be tested with
more extensive spectroscopic sampling of faint galaxies
that lie blueward of the HeCS red sequence cuts.

6. CONCLUSIONS

We present 21,314 redshifts from the Hectospec Clus-
ter Survey (HeCS). HeCS is a MMT/Hectospec spec-

troscopic survey of X-ray-selected clusters contained in
the imaging footprint of SDSS DR6. Our redshifts con-
firm that infall patterns known as “caustics” are clearly
present in X-ray clusters at moderate redshift. Combined
with SDSS data, we define a sample of 10,275 cluster
members.
We use the infall patterns to compute mass profiles for

the clusters extending in many cases to the turnaround
radius of the cluster. In numerical simulations of a
⇤CDM universe, the mass within the radius r5.6 (the
average density inside r5.6 is 5.6⇢

c

(z)) is approximately
equal to the ultimate mass of the cluster at late times.
These simulations predict that this ultimate halo mass is
⇡2.2M200. The HeCS mass profiles provide an observa-
tional estimate of M5.6 = (1.99± 0.11)M200, in excellent
agreement with the predictions.
The caustic technique enables a unique measure of the

large-scale behavior of cluster mass profiles. The striking
agreement with the theoretical predictions (Nagamine &
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Figure 10. Profiles of the ratio between the caustic amplitude A(r) and the
l.o.s. component of the true escape velocity ⟨v2

esc,los(r)⟩ = −2φ(r)/g(β) ≡
φβ (r). The numerical gravitational potential profile φ(r) is derived from the
true mass distribution within rmax = 10 h−1 Mpc from the cluster centre:
50, 68 and 90 per cent of the profiles are within the upper and lower solid,
dashed and dotted curves, respectively. The solid squares show the median
profile. The darkness of the shaded areas is proportional to the profile number
density on the vertical axis.

5.3 The mass profile

DG97 show that the caustic amplitude can be related to the cumu-
lative mass profile of the cluster by the relation (4):

GM(< r) =
∫ r

0
Fβ (r)A2(r) dr.

The bottom right panel of Fig. 4 shows the function Fβ (r) in our
simulations. At radii in the range ∼(0.5–4)r200, the average Fβ (r)
has a mild variation, between 0.5 and 0.8. This result led DG97 and
D99 to assume Fβ (r) = const tout court and assume that the mass
profiles of real clusters can be estimated with the expression (6):

GM(< r) = Fβ

∫ r

0
A2(r) dr.

We can choose the correct value of the factor Fβ by consider-
ing the contribution of the filling function Fβ (r) in the integral
of equation (4). Fig. 11 shows ⟨Fβ (r)⟩ =

∫ r

0 Fβ (x) dx/r , where
Fβ (x) is the profile of each individual cluster. At radii larger than

Figure 11. Profiles of the integral
∫ r

0 Fβ (x) dx/r described in the text; 90,
68 and 50 per cent of the profiles are within the upper and lower dashed,
solid and dotted curves. The central solid curve is the median profile.

Figure 12. Profiles of the ratio between the caustic and the true mass profile,
adopting equation (6) and Fβ = 0.7. The lines and shaded areas are as in
Fig. 10.

∼0.5r200, ⟨Fβ (r)⟩ is basically constant and supports the validity of
equation (6).

We see that the most appropriate value is Fβ = 0.7. This choice
disagrees with the value Fβ = 0.5 adopted by DG97 and D99.
In this early work, the algorithm for the determination of the σ

plateau was less accurate than our algorithm here and systematically
provided slightly larger caustic amplitudes. This overestimate was
compensated by a smaller Fβ that, in turn, returned the correct
mass profile, on average. Here, our improved algorithm appears
to be more appropriate because it returns the correct φβ (r) profile
(Fig. 10) and, in order to estimate the correct mass profile, requires
a value of Fβ in agreement with what can be expected by inspecting
Fig. 11.

Fig. 12 shows that, on average, the mass profile is estimated at
better than 10 per cent at radii larger than ∼0.6r200. Clearly, at
smaller radii, the assumption Fβ (r) = const breaks down and the
mass is severely overestimated.

As already suggested by DG97, if we assume that the cluster is in
virial equilibrium in the central region, we can use the virial theorem
to estimate the mass there and limit the use of the caustic method
to the cluster outskirts alone, where the equilibrium assumption
does not hold. Here we use the virial theorem and the median and
average mass estimators from Heisler, Tremaine & Bahcall (1985)
to estimate the mass within αR, where R is the mean clustrocentric
separation of the candidate cluster members from the binary tree
(see Section 4.3) and α is a free parameter. In our sample, the
percentile range is R = [0.50, 1.23, 1.68] h−1 Mpc. We compute the
ratio between the estimated mass and the true mass for different
values of α. We find that the best estimates are obtained when
α = 0.7. In this case, the ratio between the estimated and true
masses is, on average, 1.03 for the virial theorem, 1.30 and 1.49
for the median and average mass estimators, respectively. Different
values of α yield worse mass estimates. This result indicates that
the radius 0.7R generally contains the cluster region in approximate
virial equilibrium.

When we estimate the mass with the virial theorem within 0.7R
and use equation (6) with 0.7R as the lower limit of the integral, we
still obtain a very good estimate of the real mass (Fig. 13).

5.4 The gravitational potential profile

Within r = 1 h−1 Mpc, we fit the caustic mass profile of each in-
dividual cluster with an NFW profile. The scalefactor r200 derived
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CHeCS
✤ Chandra observations of HeCS 

✤ 16/50 clusters
✤ X-ray flux limited
✤ 0.15 < z < 0.30

✤ Hydrostatic masses from   
Giles+ (submitted)

✤ Caustic masses from Rines+ 
(2013)
✤ ~200 galaxies per cluster
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Figure 1. Comparison of hydrostatic (MX) and caustic (MC)
masses, with both measured with the radius R500 defined from
the hydrostatic mass profile. Points are coloured to indicate RCC
(blue triangles) and NRCC (red circles) clusters. The solid line is
the line of equality.

Cluster z Status R500 MX MC
Mpc 1014M� 1014M�

A0267 0.230 NRCC 0.99 3.4± 0.8 4.6± 0.3
A0697 0.282 NRCC 1.55 13.9± 2.4 6.1± 2.9
A0773 0.217 NRCC 1.38 9.1± 1.1 9.9± 0.1
A0963 0.206 NRCC 1.12 4.8± 0.5 4.26± 0.04
A1423 0.213 RCC 1.09 4.4± 0.5 4.10± 0.07
A1682 0.234 NRCC 1.13 5.0± 0.8 6.74± 0.04
A1763 0.223 NRCC 1.42 10.0± 1.5 12.5± 1.4
A1835 0.253 RCC 1.51 12.2± 1.6 9.9± 0.7
A1914 0.171 NRCC 1.52 11.5± 1.8 6.3± 0.2
A2111 0.229 NRCC 1.23 6.5± 1.1 3.8± 0.4
A2219 0.230 NRCC 1.52 12.2± 0.7 10.0± 2.6
A2261 0.224 NRCC 1.26 6.9± 0.9 3.4± 1.2
A2631 0.278 NRCC 1.28 7.7± 1.3 4.7± 1.0
RXJ1720 0.164 RCC 1.36 8.2± 1.0 5.4± 0.3
RXJ2129 0.235 RCC 1.22 6.4± 0.9 5.7± 1.3
Z3146 0.291 RCC 1.34 8.9± 1.2 4.1± 1.9

Table 2. Summary of the hydrostatic (MX) and caustic (MC)
masses within the radius R500 determined from the hydrostatic
mass profile, given in column 4. The status column indicates the
clusters’ dynamical classification.

(albeit with larger uncertainties); in both cases the
agreement is better than ⇡ 30% (<⇠ 0.12).

As indicated in Figs. A1 and A2, X-ray temperature
profiles were measured directly close to, or beyond, R500

for all clusters. Hydrostatic mass profiles are extrapolated
based on the best-fitting temperature profile model beyond
the extent of the temperature profile. The median extent of
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Figure 2. Profiles of the ratio of hydrostatic to caus-

tic mass profiles for the sample. The ratios were com-

puted in log space as described in the text. The mass

profiles were scaled to the radius R500 determined from

the hydrostatic mass profile for each cluster before fit-

ting the bias at each radius. Lines are styled to indicate

RCC (blue, dot-dashed) and NRCC (red, solid) clusters.

The dashed black line shows the best fitting mean bias

between hydrostatic and caustic mass, with the shaded

region enclosing the 1� uncertainty.
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Figure 3. Profiles of the best-fitting mean bias between

hydrostatic and caustic masses. The mass profiles were

scaled to the radius R500 determined from the hydro-

static mass profile for each cluster before fitting the bias.

The dashed black line shows the mean bias profile for the

whole sample, while the blue (dot-dashed) and red (solid)

lines with shaded error regions show the mean bias pro-

files for the RCC and NRCC subsets respectively.

the temperature profiles is 1.25 R500. Profiles of the mass
ratios beyond that point are less robust.

In Fig. 4, the ratio of the hydrostatic to caustic masses
at the radius R500 determined from the hydrostatic mass
profile is shown for each cluster. Again, the ratios are
computed as (µ̂X � µ̂C). At this radius, the two mass
estimators agree well, with  = 0.080 ± 0.046, corre-
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Hydrostatic Vs Caustic Masses
✤ Model the hydrostatic and caustic masses as coming 

from a normal distribution (in log space)
✤ each with bias and scatter relative to “true” mass
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standard deviation �. These are related to M and S by

µ = log10

 
Mp

1 + S2/M2

!
(3)

� =

s

log10

✓
S2

M2
+ 1

◆
. (4)

The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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(9)

and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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4 The notation R500 refers to the radius within which the mean
density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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(9)

and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets

3
http://mc-stan.org

4 The notation R500 refers to the radius within which the mean
density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses
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q
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will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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MX
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(9)

and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets

3
http://mc-stan.org

4 The notation R500 refers to the radius within which the mean
density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10

✓
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(9)

and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10

✓
MX
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(9)

and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10

✓
MX

MC

◆
(9)

and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets

3
http://mc-stan.org

4 The notation R500 refers to the radius within which the mean
density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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standard deviation �. These are related to M and S by
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses

� =

q
�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets

3
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4 The notation R500 refers to the radius within which the mean
density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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The choice of a lognormal rather than normal distribution
for the likelihood of the observed masses is motivated by
the following reasons. First, the distribution of masses in
the error analysis of the X-ray and caustic masses more
closely resembles a lognormal than normal distribution. Sec-
ond, the ratio of lognormally distributed quantities itself fol-
lows a lognormal distribution, while the ratio of normally
distributed quantities follows a Cauchy distribution, which
has undefined moments making the resulting uncertainty on
MX/MC harder to interpret.

In order to constrain the bias and scatter between the
two mass estimators, we performed a Bayesian analysis. We
constructed a model in which a given cluster has observed
hydrostatic and caustic masses µ̂X and µ̂C, respectively (we
use µ throughout to signify logarithmic masses, and the hats
indicate that these are observed quantities). These observed
masses are related to the "true" hydrostatic and caustic
masses µX and µC by the following stochastic relations

µ̂X ⇠ N (µX,�X) (5)
µ̂C ⇠ N (µC,�C) (6)

where "⇠" means "is distributed as" and �X and �C are
the standard deviations of lognormal likelihoods describing
the observed hydrostatic and caustic masses, respectively.
N denotes a normal distribution. The µ̂ and � values are
computed from the masses and errors given in Table 2 using
Eqs 3 and 4.

These mass proxies are then related to the real mass of
the cluster µ (again in base 10 log space) by the stochastic
relations

µX ⇠ N (µ+ X, �X) (7)
µC ⇠ N (µ+ C, �C) (8)

where X and C parametrise the bias between the real mass
and the hydrostatic and caustic masses, respectively. Simi-
larly, �X and �C represent the intrinsic scatter between the
real mass and the hydrostatic and caustic masses, respec-
tively.

Weak priors were chosen for the model parameters. For
each cluster, the logarithmic masses (µ, µX, µC) were as-
signed a uniform probability covering the range 12 : 17. The
logarithmic bias terms (X,C) were assigned normal priors
with mean 0 and standard deviation 1 (roughly speaking,
we believe the mass proxies to be biased high or low by up
to a factor of 10). The intrinsic scatter terms were assigned
normal priors (truncated at zero) with mean 0.09 and stan-
dard deviation 2.2 (in natural log space this corresponds to
a mean of 0.2 and standard deviation of 5; a weak prior
centred on a scatter of 20%).

With this model, we can use our observations of
(µ̂X,�X, µ̂C,�C) for each cluster to constrain (X, �X,C, �C)
for the full sample. It is clear that the pairs (X,C) and
(�X, �C) will be highly degenerate, but the mean bias be-

tween X-ray and caustic masses

 = X � C = µX � µC = log10
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and the intrinsic scatter between X-ray and caustic masses
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�2X + �2C (10)

will be constrained by the data.
The model was implemented in the probabilistic pro-

gramming language Stan using the RStan interface3, and the
parameters were sampled with 4 chains of 5, 000 steps. This
procedure was repeated using the masses measured within
different radii to produce profiles of the mean bias between
hydrostatic and caustic masses.

It is useful to express the mean bias  in terms
of the mean ratio MX/MC. These are related by  =

log10(MX/MC). As  is normally distributed, the posterior
distribution of MX/MC is lognormal. We summarise this
posterior of MX/MC by quoting its median with errors given
by the difference between the median and 16th and 84th per-
centiles. Similarly, the posterior distribution of � is found to
be approximately lognormal, so we also summarise this pa-
rameter by quoting its median with errors given by the 16th
and 84th percentiles.

4 RESULTS

The caustic and hydrostatic cumulative mass profiles are
shown for each cluster in Figs. A1 and A2 in the appendix.
The hydrostatic mass profile of A1835 shows an un-
physical declines at around R500

4. This was first re-
ported in Bonamente et al. (2013), and is interpreted
as being due to the failure of the assumption of hy-
drostatic equilibrium at large radii.

Using these profiles, the hydrostatic and caustic values
of M500 were then computed for each cluster within the ra-
dius R500 defined from the hydrostatic mass profile. The
resulting masses are compared in Fig. 1 and summarised in
Table 2. For our main results we always compare quanti-
ties measured within the radius R500 defined from the hy-
drostatic mass profiles. We note that this introduces a
covariance between the mass measurements, but we
will see below that fully consistent results are obtained when
quantities are measured in a fixed aperture of 1 Mpc.

Fig. 2 shows the observed MX/MC profile of each
cluster (computed as µ̂X � µ̂C), colour-coded to in-
dicate if a cluster is classified as RCC or NRCC.
Also plotted is the profile of the mean bias  (ex-
pressed as MX/MC on this logarithmic plot). The
caustic and hydrostatic mass profiles agree to within
⇡ 20% (<⇠ 0.08) across the radial range. In Fig. 3,
the mean bias profiles of the RCC and NRCC clus-
ters are shown separately. These pofiles demonstrate
a similarly good agreement between caustic and hy-
drostatic mass profiles for the two dynamical subsets

3
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4 The notation R500 refers to the radius within which the mean
density is 500 times the critical density at the cluster redshift.
M500 then refers to the mass enclosed by that radius.
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Hydrostatic Vs Caustic Masses

✤ Compute profile of 
MX/MC  

✤ Masses agree to within 
~20% at all radii

✤ MX/MC = 1.20 +/- 0.12 
within X-ray R500

✤ MX/MC = 1.15 +/- 0.12 
within 1 Mpc
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Figure 1. Comparison of hydrostatic (MX) and caustic (MC)
masses, with both measured with the radius R500 defined from
the hydrostatic mass profile. Points are coloured to indicate RCC
(blue triangles) and NRCC (red circles) clusters. The solid line is
the line of equality.

Cluster z Status R500 MX MC
Mpc 1014M� 1014M�

A0267 0.230 NRCC 0.99 3.4± 0.8 4.6± 0.3
A0697 0.282 NRCC 1.55 13.9± 2.4 6.1± 2.9
A0773 0.217 NRCC 1.38 9.1± 1.1 9.9± 0.1
A0963 0.206 NRCC 1.12 4.8± 0.5 4.26± 0.04
A1423 0.213 RCC 1.09 4.4± 0.5 4.10± 0.07
A1682 0.234 NRCC 1.13 5.0± 0.8 6.74± 0.04
A1763 0.223 NRCC 1.42 10.0± 1.5 12.5± 1.4
A1835 0.253 RCC 1.51 12.2± 1.6 9.9± 0.7
A1914 0.171 NRCC 1.52 11.5± 1.8 6.3± 0.2
A2111 0.229 NRCC 1.23 6.5± 1.1 3.8± 0.4
A2219 0.230 NRCC 1.52 12.2± 0.7 10.0± 2.6
A2261 0.224 NRCC 1.26 6.9± 0.9 3.4± 1.2
A2631 0.278 NRCC 1.28 7.7± 1.3 4.7± 1.0
RXJ1720 0.164 RCC 1.36 8.2± 1.0 5.4± 0.3
RXJ2129 0.235 RCC 1.22 6.4± 0.9 5.7± 1.3
Z3146 0.291 RCC 1.34 8.9± 1.2 4.1± 1.9

Table 2. Summary of the hydrostatic (MX) and caustic (MC)
masses within the radius R500 determined from the hydrostatic
mass profile, given in column 4. The status column indicates the
clusters’ dynamical classification.

(albeit with larger uncertainties); in both cases the
agreement is better than ⇡ 30% (<⇠ 0.12).

As indicated in Figs. A1 and A2, X-ray temperature
profiles were measured directly close to, or beyond, R500

for all clusters. Hydrostatic mass profiles are extrapolated
based on the best-fitting temperature profile model beyond
the extent of the temperature profile. The median extent of
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Figure 2. Profiles of the ratio of hydrostatic to caus-

tic mass profiles for the sample. The ratios were com-

puted in log space as described in the text. The mass

profiles were scaled to the radius R500 determined from

the hydrostatic mass profile for each cluster before fit-

ting the bias at each radius. Lines are styled to indicate

RCC (blue, dot-dashed) and NRCC (red, solid) clusters.

The dashed black line shows the best fitting mean bias

between hydrostatic and caustic mass, with the shaded

region enclosing the 1� uncertainty.
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Figure 3. Profiles of the best-fitting mean bias between

hydrostatic and caustic masses. The mass profiles were

scaled to the radius R500 determined from the hydro-

static mass profile for each cluster before fitting the bias.

The dashed black line shows the mean bias profile for the

whole sample, while the blue (dot-dashed) and red (solid)

lines with shaded error regions show the mean bias pro-

files for the RCC and NRCC subsets respectively.

the temperature profiles is 1.25 R500. Profiles of the mass
ratios beyond that point are less robust.

In Fig. 4, the ratio of the hydrostatic to caustic masses
at the radius R500 determined from the hydrostatic mass
profile is shown for each cluster. Again, the ratios are
computed as (µ̂X � µ̂C). At this radius, the two mass
estimators agree well, with  = 0.080 ± 0.046, corre-
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Hydrostatic Vs Caustic Masses

✤ No evidence for 
dependence on X-ray 
morphology
✤ weak constraints

✤ Scatter is 23 +/- 12% at 
R500 (full sample)
✤ ~30% scatter 

expected in caustic 
masses
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Figure 1. Comparison of hydrostatic (MX) and caustic (MC)
masses, with both measured with the radius R500 defined from
the hydrostatic mass profile. Points are coloured to indicate RCC
(blue triangles) and NRCC (red circles) clusters. The solid line is
the line of equality.

Cluster z Status R500 MX MC
Mpc 1014M� 1014M�

A0267 0.230 NRCC 0.99 3.4± 0.8 4.6± 0.3
A0697 0.282 NRCC 1.55 13.9± 2.4 6.1± 2.9
A0773 0.217 NRCC 1.38 9.1± 1.1 9.9± 0.1
A0963 0.206 NRCC 1.12 4.8± 0.5 4.26± 0.04
A1423 0.213 RCC 1.09 4.4± 0.5 4.10± 0.07
A1682 0.234 NRCC 1.13 5.0± 0.8 6.74± 0.04
A1763 0.223 NRCC 1.42 10.0± 1.5 12.5± 1.4
A1835 0.253 RCC 1.51 12.2± 1.6 9.9± 0.7
A1914 0.171 NRCC 1.52 11.5± 1.8 6.3± 0.2
A2111 0.229 NRCC 1.23 6.5± 1.1 3.8± 0.4
A2219 0.230 NRCC 1.52 12.2± 0.7 10.0± 2.6
A2261 0.224 NRCC 1.26 6.9± 0.9 3.4± 1.2
A2631 0.278 NRCC 1.28 7.7± 1.3 4.7± 1.0
RXJ1720 0.164 RCC 1.36 8.2± 1.0 5.4± 0.3
RXJ2129 0.235 RCC 1.22 6.4± 0.9 5.7± 1.3
Z3146 0.291 RCC 1.34 8.9± 1.2 4.1± 1.9

Table 2. Summary of the hydrostatic (MX) and caustic (MC)
masses within the radius R500 determined from the hydrostatic
mass profile, given in column 4. The status column indicates the
clusters’ dynamical classification.

(albeit with larger uncertainties); in both cases the
agreement is better than ⇡ 30% (<⇠ 0.12).

As indicated in Figs. A1 and A2, X-ray temperature
profiles were measured directly close to, or beyond, R500

for all clusters. Hydrostatic mass profiles are extrapolated
based on the best-fitting temperature profile model beyond
the extent of the temperature profile. The median extent of
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Figure 2. Profiles of the ratio of hydrostatic to caus-

tic mass profiles for the sample. The ratios were com-

puted in log space as described in the text. The mass

profiles were scaled to the radius R500 determined from

the hydrostatic mass profile for each cluster before fit-

ting the bias at each radius. Lines are styled to indicate

RCC (blue, dot-dashed) and NRCC (red, solid) clusters.

The dashed black line shows the best fitting mean bias

between hydrostatic and caustic mass, with the shaded

region enclosing the 1� uncertainty.
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Figure 3. Profiles of the best-fitting mean bias between

hydrostatic and caustic masses. The mass profiles were

scaled to the radius R500 determined from the hydro-

static mass profile for each cluster before fitting the bias.

The dashed black line shows the mean bias profile for the

whole sample, while the blue (dot-dashed) and red (solid)

lines with shaded error regions show the mean bias pro-

files for the RCC and NRCC subsets respectively.

the temperature profiles is 1.25 R500. Profiles of the mass
ratios beyond that point are less robust.

In Fig. 4, the ratio of the hydrostatic to caustic masses
at the radius R500 determined from the hydrostatic mass
profile is shown for each cluster. Again, the ratios are
computed as (µ̂X � µ̂C). At this radius, the two mass
estimators agree well, with  = 0.080 ± 0.046, corre-
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Limits on Biases
✤ Expectations:

✤ MX/MTRUE ~ 0.8
✤ MC/MTRUE ~ 1.2
✤ MX/MC ~ 0.7

✤ We find MX/MC > 0.9 at 3σ

✤ Suggests small (~ zero) 
hydrostatic bias

✤ Smaller-than-expected caustic 
bias?
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7. CLUSTER CLASSIFICATION

We investigate in this Section the efficiency in reducing bias and scatter on both X-ray and gravitational lensing masses of two
selecting criteria. We create different sub-samples determined by the morphology of the X-ray images or by the presence of sub-
structures on their environment.

7.1. Masses and X-ray morphology

To limit the impact of the non-thermal processes on the X-ray mass estimates, clusters are often selected on the basis of their
appearance. The literature is rich of studies where clusters have been classified into relaxed, or regular, and unrelaxed, or disturbed,
because of their X-ray morphology (e.g. Zhang et al. 2008; Vikhlinin et al. 2009). Most of the time, the classification is done
“visually”, i.e. simply quantifying the regularity of an object from the X-ray image in the soft band. More objective criteria,
proposed in the past, are the power ratios, centroid-shift, asymmetry and fluctuation parameters, and hardness ratio. We test all of
them and present here our result.

Third order power ratio and centroid shift. Buote & Tsai (1995) suggested to decompose the surface brightness distribution
in multipoles. The high order multipoles, usually normalized by the monopole and called power ratios, are used to quantify the
contribution of different scale components (asymmetries and substructures) to the surface-brightness power spectrum relative to the
large-scale smooth cluster emission. Most information in the power spectrum is contained in the first four multipoles. P0 is the
monopole. The power ratio P1/P0 measures the dipole of the X-ray emission, which is zero if measured with respect to the X-ray
centroid. The power ratio P2/P0 measures the ellipticity (quadrupole). The third order power ratio P3/P0 can be used to quantify
asymmetries and is the best indicator of clusters with multimodal distributions. Substructures on smaller scales contribute to higher
order multipoles.

Another indicator of the dynamical state and of the asymmetry of the X-ray emission is the centroid-shift, i.e. the shift of the
surface brightness centroid in apertures of increasing size. This parameter points out the dynamical state of the cluster as well as the
asymmetry. Following Poole et al. (2006) and Maughan et al. (2008), we define the centroid-shift as

w =
1

Rmax
⇥

sP
i(�i - h�i)2

(N - 1)
, (10)

where Rmax is the radius of the largest aperture, and �i = ~Rc,i - ~Rc,max is the shift of the centroid in the i-th aperture with respect to
the centroid in the largest aperture, ~Rc,max. h�i is the mean value of the various �i and the sum is done over all the N apertures with
radii up to Rmax. In this work we assumed N = 17 apertures with radii ranging between Rmin = 0.15⇥R500 and Rmax = R500.

The third–order power ratio and the centroid shift were shown to be effective in classifying clusters by two recent works by Cassano
et al. (2010) and Böhringer et al. (2010). Clusters are located in a rather well defined region in the P3/P0 - w plane: objects with
small centroid shift and small P3/P0 are classified as “regular”. The majority of them are cool core systems, not very dynamically
active and showing absence or very little radio emission. For all these reasons, often, these objects are referred as “relaxed”.

In this work, we compute the power ratio, P3/P0, and the centroid-shift, from the signal of the region within R500 of the masked
images. With this attention, we aim to evaluate the “irregularity” of the actual portion of the image that we use to retrieve the mass.
Both the values and their uncertainties are derived from Monte Carlo simulations. We create 100 new images where the photons are
re-distribuited accordingly to a Poisson statistics. We evaluate the estimators in each image. Finally, we extract the medians and
the 16th and 84th percentile of the Monte Carlo distributions to represent the final values of the morphological estimators and their
uncertainties.

FIG. 2.— Comparison between X-ray and true masses using the whole sample. The meaning of lines, crosses and shaded regions is the same of Fig.1.
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Figure 10. Profiles of the ratio between the caustic amplitude A(r) and the
l.o.s. component of the true escape velocity ⟨v2

esc,los(r)⟩ = −2φ(r)/g(β) ≡
φβ (r). The numerical gravitational potential profile φ(r) is derived from the
true mass distribution within rmax = 10 h−1 Mpc from the cluster centre:
50, 68 and 90 per cent of the profiles are within the upper and lower solid,
dashed and dotted curves, respectively. The solid squares show the median
profile. The darkness of the shaded areas is proportional to the profile number
density on the vertical axis.

5.3 The mass profile

DG97 show that the caustic amplitude can be related to the cumu-
lative mass profile of the cluster by the relation (4):

GM(< r) =
∫ r

0
Fβ (r)A2(r) dr.

The bottom right panel of Fig. 4 shows the function Fβ (r) in our
simulations. At radii in the range ∼(0.5–4)r200, the average Fβ (r)
has a mild variation, between 0.5 and 0.8. This result led DG97 and
D99 to assume Fβ (r) = const tout court and assume that the mass
profiles of real clusters can be estimated with the expression (6):

GM(< r) = Fβ

∫ r

0
A2(r) dr.

We can choose the correct value of the factor Fβ by consider-
ing the contribution of the filling function Fβ (r) in the integral
of equation (4). Fig. 11 shows ⟨Fβ (r)⟩ =

∫ r

0 Fβ (x) dx/r , where
Fβ (x) is the profile of each individual cluster. At radii larger than

Figure 11. Profiles of the integral
∫ r

0 Fβ (x) dx/r described in the text; 90,
68 and 50 per cent of the profiles are within the upper and lower dashed,
solid and dotted curves. The central solid curve is the median profile.

Figure 12. Profiles of the ratio between the caustic and the true mass profile,
adopting equation (6) and Fβ = 0.7. The lines and shaded areas are as in
Fig. 10.

∼0.5r200, ⟨Fβ (r)⟩ is basically constant and supports the validity of
equation (6).

We see that the most appropriate value is Fβ = 0.7. This choice
disagrees with the value Fβ = 0.5 adopted by DG97 and D99.
In this early work, the algorithm for the determination of the σ

plateau was less accurate than our algorithm here and systematically
provided slightly larger caustic amplitudes. This overestimate was
compensated by a smaller Fβ that, in turn, returned the correct
mass profile, on average. Here, our improved algorithm appears
to be more appropriate because it returns the correct φβ (r) profile
(Fig. 10) and, in order to estimate the correct mass profile, requires
a value of Fβ in agreement with what can be expected by inspecting
Fig. 11.

Fig. 12 shows that, on average, the mass profile is estimated at
better than 10 per cent at radii larger than ∼0.6r200. Clearly, at
smaller radii, the assumption Fβ (r) = const breaks down and the
mass is severely overestimated.

As already suggested by DG97, if we assume that the cluster is in
virial equilibrium in the central region, we can use the virial theorem
to estimate the mass there and limit the use of the caustic method
to the cluster outskirts alone, where the equilibrium assumption
does not hold. Here we use the virial theorem and the median and
average mass estimators from Heisler, Tremaine & Bahcall (1985)
to estimate the mass within αR, where R is the mean clustrocentric
separation of the candidate cluster members from the binary tree
(see Section 4.3) and α is a free parameter. In our sample, the
percentile range is R = [0.50, 1.23, 1.68] h−1 Mpc. We compute the
ratio between the estimated mass and the true mass for different
values of α. We find that the best estimates are obtained when
α = 0.7. In this case, the ratio between the estimated and true
masses is, on average, 1.03 for the virial theorem, 1.30 and 1.49
for the median and average mass estimators, respectively. Different
values of α yield worse mass estimates. This result indicates that
the radius 0.7R generally contains the cluster region in approximate
virial equilibrium.

When we estimate the mass with the virial theorem within 0.7R
and use equation (6) with 0.7R as the lower limit of the integral, we
still obtain a very good estimate of the real mass (Fig. 13).

5.4 The gravitational potential profile

Within r = 1 h−1 Mpc, we fit the caustic mass profile of each in-
dividual cluster with an NFW profile. The scalefactor r200 derived

C⃝ 2010 The Authors, MNRAS 412, 800–816
Monthly Notices of the Royal Astronomical Society C⃝ 2010 RAS

 at U
niversity Library on June 23, 2015

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 



Summary
✤ MX/MC = 1.2 +/- 0.1  at R500

✤ ~25% intrinsic scatter

✤ Disfavours large hydrostatic 
bias

✤ Chandra completion of full 
CHeCS 50 clusters underway

See arXiv:1511.07872
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Figure 1. Comparison of hydrostatic (MX) and caustic (MC)
masses, with both measured with the radius R500 defined from
the hydrostatic mass profile. Points are coloured to indicate RCC
(blue triangles) and NRCC (red circles) clusters. The solid line is
the line of equality.

Cluster z Status R500 MX MC
Mpc 1014M� 1014M�

A0267 0.230 NRCC 0.99 3.4± 0.8 4.6± 0.3
A0697 0.282 NRCC 1.55 13.9± 2.4 6.1± 2.9
A0773 0.217 NRCC 1.38 9.1± 1.1 9.9± 0.1
A0963 0.206 NRCC 1.12 4.8± 0.5 4.26± 0.04
A1423 0.213 RCC 1.09 4.4± 0.5 4.10± 0.07
A1682 0.234 NRCC 1.13 5.0± 0.8 6.74± 0.04
A1763 0.223 NRCC 1.42 10.0± 1.5 12.5± 1.4
A1835 0.253 RCC 1.51 12.2± 1.6 9.9± 0.7
A1914 0.171 NRCC 1.52 11.5± 1.8 6.3± 0.2
A2111 0.229 NRCC 1.23 6.5± 1.1 3.8± 0.4
A2219 0.230 NRCC 1.52 12.2± 0.7 10.0± 2.6
A2261 0.224 NRCC 1.26 6.9± 0.9 3.4± 1.2
A2631 0.278 NRCC 1.28 7.7± 1.3 4.7± 1.0
RXJ1720 0.164 RCC 1.36 8.2± 1.0 5.4± 0.3
RXJ2129 0.235 RCC 1.22 6.4± 0.9 5.7± 1.3
Z3146 0.291 RCC 1.34 8.9± 1.2 4.1± 1.9

Table 2. Summary of the hydrostatic (MX) and caustic (MC)
masses within the radius R500 determined from the hydrostatic
mass profile, given in column 4. The status column indicates the
clusters’ dynamical classification.

(albeit with larger uncertainties); in both cases the
agreement is better than ⇡ 30% (<⇠ 0.12).

As indicated in Figs. A1 and A2, X-ray temperature
profiles were measured directly close to, or beyond, R500

for all clusters. Hydrostatic mass profiles are extrapolated
based on the best-fitting temperature profile model beyond
the extent of the temperature profile. The median extent of
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Figure 2. Profiles of the ratio of hydrostatic to caus-

tic mass profiles for the sample. The ratios were com-

puted in log space as described in the text. The mass

profiles were scaled to the radius R500 determined from

the hydrostatic mass profile for each cluster before fit-

ting the bias at each radius. Lines are styled to indicate

RCC (blue, dot-dashed) and NRCC (red, solid) clusters.

The dashed black line shows the best fitting mean bias

between hydrostatic and caustic mass, with the shaded

region enclosing the 1� uncertainty.
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Figure 3. Profiles of the best-fitting mean bias between

hydrostatic and caustic masses. The mass profiles were

scaled to the radius R500 determined from the hydro-

static mass profile for each cluster before fitting the bias.

The dashed black line shows the mean bias profile for the

whole sample, while the blue (dot-dashed) and red (solid)

lines with shaded error regions show the mean bias pro-

files for the RCC and NRCC subsets respectively.

the temperature profiles is 1.25 R500. Profiles of the mass
ratios beyond that point are less robust.

In Fig. 4, the ratio of the hydrostatic to caustic masses
at the radius R500 determined from the hydrostatic mass
profile is shown for each cluster. Again, the ratios are
computed as (µ̂X � µ̂C). At this radius, the two mass
estimators agree well, with  = 0.080 ± 0.046, corre-

MNRAS 000, 000–000 (0000)

●

●

●

●

Applegate+ (2015)

Donahue+ (2014)

Hoekstra+ (2015)

Israel+ (2014)

Smith+ (2015)

von der Linden+ (2014)

0.50 0.75 1.00 1.25 1.50
MX MWL



Summary
✤ MX/MC = 1.2 +/- 0.1  at R500

✤ ~25% intrinsic scatter

✤ Disfavours large hydrostatic 
bias

✤ Chandra completion of full 
CHeCS 50 clusters underway

See arXiv:1511.07872

Hydrostatic and caustic mass profiles 5

●

●

●

●
●

●

●

●

●

●

●

2 × 1014

1 × 1015

2 × 1015

2 × 1014 1 × 1015 2 × 1015

MC  (Msol)

M
X 

 (M
so

l)
● NRCC

RCC

Figure 1. Comparison of hydrostatic (MX) and caustic (MC)
masses, with both measured with the radius R500 defined from
the hydrostatic mass profile. Points are coloured to indicate RCC
(blue triangles) and NRCC (red circles) clusters. The solid line is
the line of equality.

Cluster z Status R500 MX MC
Mpc 1014M� 1014M�

A0267 0.230 NRCC 0.99 3.4± 0.8 4.6± 0.3
A0697 0.282 NRCC 1.55 13.9± 2.4 6.1± 2.9
A0773 0.217 NRCC 1.38 9.1± 1.1 9.9± 0.1
A0963 0.206 NRCC 1.12 4.8± 0.5 4.26± 0.04
A1423 0.213 RCC 1.09 4.4± 0.5 4.10± 0.07
A1682 0.234 NRCC 1.13 5.0± 0.8 6.74± 0.04
A1763 0.223 NRCC 1.42 10.0± 1.5 12.5± 1.4
A1835 0.253 RCC 1.51 12.2± 1.6 9.9± 0.7
A1914 0.171 NRCC 1.52 11.5± 1.8 6.3± 0.2
A2111 0.229 NRCC 1.23 6.5± 1.1 3.8± 0.4
A2219 0.230 NRCC 1.52 12.2± 0.7 10.0± 2.6
A2261 0.224 NRCC 1.26 6.9± 0.9 3.4± 1.2
A2631 0.278 NRCC 1.28 7.7± 1.3 4.7± 1.0
RXJ1720 0.164 RCC 1.36 8.2± 1.0 5.4± 0.3
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Table 2. Summary of the hydrostatic (MX) and caustic (MC)
masses within the radius R500 determined from the hydrostatic
mass profile, given in column 4. The status column indicates the
clusters’ dynamical classification.

(albeit with larger uncertainties); in both cases the
agreement is better than ⇡ 30% (<⇠ 0.12).

As indicated in Figs. A1 and A2, X-ray temperature
profiles were measured directly close to, or beyond, R500

for all clusters. Hydrostatic mass profiles are extrapolated
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hydrostatic and caustic masses. The mass profiles were

scaled to the radius R500 determined from the hydro-

static mass profile for each cluster before fitting the bias.

The dashed black line shows the mean bias profile for the

whole sample, while the blue (dot-dashed) and red (solid)

lines with shaded error regions show the mean bias pro-
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the temperature profiles is 1.25 R500. Profiles of the mass
ratios beyond that point are less robust.

In Fig. 4, the ratio of the hydrostatic to caustic masses
at the radius R500 determined from the hydrostatic mass
profile is shown for each cluster. Again, the ratios are
computed as (µ̂X � µ̂C). At this radius, the two mass
estimators agree well, with  = 0.080 ± 0.046, corre-
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Cross-CHeCS

✤ Compare our hydrostatic 
masses with literature

✤ Recompute in other sample’s 
R500

✤ MCHeCS/MMartino = 1.06 +/- 0.07

✤ MCHeCS/MMahdavi = 1.04 +/- 0.09

1015

1015

Martino et al. (2014)  MX  (Msol)

C
H

eC
S 

 M
X 

 (M
so

l)

1015

1015

Mahdavi et al. (2013)  MX  (Msol)

C
H

eC
S 

 M
X 

 (M
so

l)



X-ray Calibration

✤ Chandra T higher than  
XMM
✤ (but PN and MOS not 

consistent either)

✤ Chandra masses ~15% higher
✤ XMM would give          

MX/MC = 1.0

✤ But see Martino+ (2014)

G. Schellenberger et al.: XMM-Newton and Chandra cross-calibration

Appendix B: Temperature comparison

Fig. B.1. Best-fit temperatures of the HIFLUGCS clusters in an isothermal region for all detector combinations in the (0.7–7.0) keV energy band
and with NH frozen to the radio value of the LAB survey. The parameters of the best-fit powerlaw (black line) are also shown in Fig. B.4.
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Figure 3. Left-hand panel: Chandra gas mass versus XMM–Newton gas mass at r2500: the solid blue line is the best-fitting relation with fixed slope = 1; the
dashed blue lines are the errors of the best fit at 1σ , the solid red line is the expected line 1:1. Middle panel: Chandra gas mass versus XMM–Newton gas mass
at r1000, similarly for Chandra versus XMM–Newton gas mass at r2500. Right-hand panel: Chandra gas masses versus XMM–Newton gas mass at r500, with
lines similar for r2500 and r1000.

Table 4. Comparison of gas mass measurements MCXO/M0 =
a" (MXMM/M0)α .

" M0 Fixed-slope model Two-parameter model
(M⊙) a" a" α

2500 3 × 1013 0.97 ± 0.02 0.99 ± 0.02 0.95 ± 0.05
1000 6 × 1013 0.98 ± 0.02 0.98 ± 0.02 0.96 ± 0.06
500 9 × 1013 0.99 ± 0.02 0.99 ± 0.02 0.98 ± 0.06

by the colour distribution indicating the ratio between the Chandra
and XMM–Newton, the net counts number affects the error bars in
the outer bin but there is not evident correlation of it with the global
temperature (in both bins). In the bottom panel of Fig. 5, we plot
the same quantities of the upper panel except for the colour now
indicating the ratio between the Chandra and XMM–Newton back-
ground fraction. The typical background fraction is 0.18 ± 0.04 and
0.11 ± 0.03 in the inner bin and 0.75 ± 0.16 and 0.67 ± 0.03 in
the outer bin for Chandra and XMM–Newton, respectively. We can
notice that also in this case, there is no correlation between the tem-
perature estimated in each bin and the number of counts attributed
to the background.

Table 5. Comparison of hydrostatic mass measurements MCXO/M0 =
a" (MXMM/M0)α .

" M0 Fixed-slope model Two-parameter model
(M⊙) a" a" α

2500 3 × 1013 1.15 ± 0.05 1.15 ± 0.05 1.01 ± 0.10
1000 5 × 1013 1.06 ± 0.05 1.08 ± 0.06 0.99 ± 0.12
500 7 × 1013 1.02 ± 0.05 1.04 ± 0.06 1.01 ± 0.15

We also explore mass dependence of, and intrinsic scatter in, the
relationship between Chandra- and XMM–Newton-based masses,
fitting a two-parameter model: MCXO = a Mα

XMM to the data using
the Bayesian method described by Kelly (2007). The slope param-
eter α is consistent with unity at all three overdensities for both gas
masses and hydrostatic masses (Table 5). The intrinsic scatter is
estimated to be ∼3 per cent for gas masses and ∼6−8 per cent for
hydrostatic masses.

6.2 X-ray/weak-lensing mass comparison

We now compare our hydrostatic mass measurements with pub-
lished LoCuSS weak-lensing mass measurements (Okabe et al.

Figure 4. Left-hand panel: Chandra mass versus XMM–Newton mass at r2500: the solid blue line is the best-fitting relation with fixed slope = 1; the dashed
blue lines are the errors of the best fit at 1σ , the solid red line is the expected line 1:1. Middle panel: Chandra mass versus XMM–Newton mass at r1000, similarly
for Chandra versus XMM–Newton mass at r2500. Right-hand panel: Chandra mass versus XMM–Newton mass at r500, with lines similar for r2500 and r1000.
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